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重力波

2

一般相対論による予言(アインシュタイン，1916)
時空の歪みの波動
光速

発生源：強い重力を持つ天体など
ブラックホール，中性子星，白色矮星
及びこれらが関係する天体現象

地上検出器の重力波源
• コンパクト連星合体
• 重力崩壊型超新星爆発
• (回転)中性子星
• 宇宙紐
• 天体起源背景重力波，…



• アメリカ LIGO	
  (ルイジアナ州，ワシントン州の２カ所) 4km
2010年まで initial	
  LIGOとして稼働．
advanced	
  LIGOへアップグレード (O1:	
  2015/9/18-­‐2016/1/12)

• イタリア・フランス Virgo	
  (Cascina,	
  イタリア)	
  3km
2011年頃まで稼働
その後advanced	
  Virgoへアップグレード中

• 日本
TAMA300	
  (1995-­‐,1999-­‐2004-­‐...)
KAGRA	
  (2010-­‐)

現在の重力波検出器プロジェクト
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LIGO-­‐Livingston LIGO-­‐Hanford

Virgo

LIGO-­‐India(承認)



LIGOが発見した重力波
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from 35 Hz to a peak amplitude at 450 Hz. The signal-to-
noise ratio (SNR) accumulates equally in the early inspiral
(∼45 cycles from 35 to 100 Hz) and late inspiral to merger
(∼10 cycles from 100 to 450 Hz). This is different from the
more massive GW150914 binary for which only the last 10
cycles, comprising inspiral and merger, dominated the
SNR. As a consequence, the parameters characterizing
GW151226 have different precision than those of
GW150914. The chirp mass [26,45], which controls the
binary’s evolution during the early inspiral, is determined
very precisely. The individual masses, which rely on
information from the late inspiral and merger, are measured
far less precisely.
Figure 1 illustrates that the amplitude of the signal is less

than the level of the detector noise,where themaximum strain
of the signal is 3.4þ0.7

−0.9 × 10−22 and 3.4þ0.8
−0.9 × 10−22 in LIGO

Hanford and Livingston, respectively. The time-frequency
representation of the detector data shows that the signal is not
easily visible. The signal is more apparent in LIGO Hanford
where the SNR is larger. The SNR difference is predomi-
nantly due to the different sensitivities of the detectors at the
time. Only with the accumulated SNR frommatched filtering
does the signal become apparent in both detectors.

III. DETECTORS

The LIGO detectors measure gravitational-wave strain
using two modified Michelson interferometers located in
Hanford, WA and Livingston, LA [2,3,46]. The two
orthogonal arms of each interferometer are 4 km in length,
each with an optical cavity formed by two mirrors acting as
test masses. A passing gravitational wave alters the

FIG. 1. GW151226 observed by the LIGO Hanford (left column) and Livingston (right column) detectors, where times are relative to
December 26, 2015 at 03:38:53.648 UTC. First row: Strain data from the two detectors, where the data are filtered with a 30–600-Hz
bandpass filter to suppress large fluctuations outside this range and band-reject filters to remove strong instrumental spectral lines [46].
Also shown (black) is the best-match template from a nonprecessing spin waveform model reconstructed using a Bayesian analysis [21]
with the same filtering applied. As a result, modulations in the waveform are present due to this conditioning and not due to precession
effects. The thickness of the line indicates the 90% credible region. See Fig. 5 for a reconstruction of the best-match template with no
filtering applied. Second row: The accumulated peak signal-to-noise ratio (SNRp) as a function of time when integrating from the start of
the best-match template, corresponding to a gravitational-wave frequency of 30 Hz, up to its merger time. The total accumulated SNRp

corresponds to the peak in the next row. Third row: Signal-to-noise ratio (SNR) time series produced by time shifting the best-match
template waveform and computing the integrated SNR at each point in time. The peak of the SNR time series gives the merger time of
the best-match template for which the highest overlap with the data is achieved. The single-detector SNRs in LIGO Hanford and
Livingston are 10.5 and 7.9, respectively, primarily because of the detectors’ differing sensitivities. Fourth row: Time-frequency
representation [47] of the strain data around the time of GW151226. In contrast to GW150914 [4], the signal is not easily visible.
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propagation time, the events have a combined signal-to-
noise ratio (SNR) of 24 [45].
Only the LIGO detectors were observing at the time of

GW150914. The Virgo detector was being upgraded,
and GEO 600, though not sufficiently sensitive to detect
this event, was operating but not in observational
mode. With only two detectors the source position is
primarily determined by the relative arrival time and
localized to an area of approximately 600 deg2 (90%
credible region) [39,46].
The basic features of GW150914 point to it being

produced by the coalescence of two black holes—i.e.,
their orbital inspiral and merger, and subsequent final black
hole ringdown. Over 0.2 s, the signal increases in frequency
and amplitude in about 8 cycles from 35 to 150 Hz, where
the amplitude reaches a maximum. The most plausible
explanation for this evolution is the inspiral of two orbiting
masses, m1 and m2, due to gravitational-wave emission. At
the lower frequencies, such evolution is characterized by
the chirp mass [11]

M ¼ ðm1m2Þ3=5

ðm1 þm2Þ1=5
¼ c3

G

!
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96
π−8=3f−11=3 _f

"
3=5

;

where f and _f are the observed frequency and its time
derivative and G and c are the gravitational constant and
speed of light. Estimating f and _f from the data in Fig. 1,
we obtain a chirp mass of M≃ 30M⊙, implying that the
total mass M ¼ m1 þm2 is ≳70M⊙ in the detector frame.
This bounds the sum of the Schwarzschild radii of the
binary components to 2GM=c2 ≳ 210 km. To reach an
orbital frequency of 75 Hz (half the gravitational-wave
frequency) the objects must have been very close and very
compact; equal Newtonian point masses orbiting at this
frequency would be only ≃350 km apart. A pair of
neutron stars, while compact, would not have the required
mass, while a black hole neutron star binary with the
deduced chirp mass would have a very large total mass,
and would thus merge at much lower frequency. This
leaves black holes as the only known objects compact
enough to reach an orbital frequency of 75 Hz without
contact. Furthermore, the decay of the waveform after it
peaks is consistent with the damped oscillations of a black
hole relaxing to a final stationary Kerr configuration.
Below, we present a general-relativistic analysis of
GW150914; Fig. 2 shows the calculated waveform using
the resulting source parameters.

III. DETECTORS

Gravitational-wave astronomy exploits multiple, widely
separated detectors to distinguish gravitational waves from
local instrumental and environmental noise, to provide
source sky localization, and to measure wave polarizations.
The LIGO sites each operate a single Advanced LIGO

detector [33], a modified Michelson interferometer (see
Fig. 3) that measures gravitational-wave strain as a differ-
ence in length of its orthogonal arms. Each arm is formed
by two mirrors, acting as test masses, separated by
Lx ¼ Ly ¼ L ¼ 4 km. A passing gravitational wave effec-
tively alters the arm lengths such that the measured
difference is ΔLðtÞ ¼ δLx − δLy ¼ hðtÞL, where h is the
gravitational-wave strain amplitude projected onto the
detector. This differential length variation alters the phase
difference between the two light fields returning to the
beam splitter, transmitting an optical signal proportional to
the gravitational-wave strain to the output photodetector.
To achieve sufficient sensitivity to measure gravitational

waves, the detectors include several enhancements to the
basic Michelson interferometer. First, each arm contains a
resonant optical cavity, formed by its two test mass mirrors,
that multiplies the effect of a gravitational wave on the light
phase by a factor of 300 [48]. Second, a partially trans-
missive power-recycling mirror at the input provides addi-
tional resonant buildup of the laser light in the interferometer
as a whole [49,50]: 20Wof laser input is increased to 700W
incident on the beam splitter, which is further increased to
100 kW circulating in each arm cavity. Third, a partially
transmissive signal-recycling mirror at the output optimizes

FIG. 2. Top: Estimated gravitational-wave strain amplitude
from GW150914 projected onto H1. This shows the full
bandwidth of the waveforms, without the filtering used for Fig. 1.
The inset images show numerical relativity models of the black
hole horizons as the black holes coalesce. Bottom: The Keplerian
effective black hole separation in units of Schwarzschild radii
(RS ¼ 2GM=c2) and the effective relative velocity given by the
post-Newtonian parameter v=c ¼ ðGMπf=c3Þ1=3, where f is the
gravitational-wave frequency calculated with numerical relativity
and M is the total mass (value from Table I).

PRL 116, 061102 (2016) P HY S I CA L R EV I EW LE T T ER S week ending
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Class. Quantum Grav. 27 (2010) 173001 Topical Review

Table 4. Compact binary coalescence rates per Mpc3 per Myra.

Source Rlow Rre Rhigh Rmax

NS–NS (Mpc−3 Myr−1) 0.01 [1] 1 [1] 10 [1] 50 [16]
NS–BH (Mpc−3 Myr−1) 6 × 10−4 [18] 0.03 [18] 1 [18]
BH–BH (Mpc−3 Myr−1) 1 × 10−4 [14] 0.005 [14] 0.3 [14]

a See footnotes in table 2 for details on the sources of the values in this table.

Table 5. Detection rates for compact binary coalescence sources.

IFO Sourcea Ṅlow yr−1 Ṅre yr−1 Ṅhigh yr−1 Ṅmax yr−1

NS–NS 2 × 10−4 0.02 0.2 0.6
NS–BH 7 × 10−5 0.004 0.1

Initial BH–BH 2 × 10−4 0.007 0.5
IMRI into IMBH <0.001b 0.01c

IMBH-IMBH 10−4 d 10−3 e

NS–NS 0.4 40 400 1000
NS–BH 0.2 10 300

Advanced BH–BH 0.4 20 1000
IMRI into IMBH 10b 300c

IMBH-IMBH 0.1d 1e

a To convert the rates per MWEG in table 2 into detection rates, optimal horizon distances of
33 Mpc/445 Mpc are assumed for NS–NS inspirals in the Initial/Advanced LIGO–Virgo networks. For
NS–BH inspirals, horizon distances of 70 Mpc/927 Mpc are assumed. For BH–BH inspirals, horizon
distances of 161 Mpc/2187 Mpc are assumed. These distances correspond to a choice of 1.4 M⊙ for
NS mass and 10 M⊙ for BH mass. Rates for IMRIs into IMBHs and IMBH–IMBH coalescences are
quoted directly from the relevant papers without conversion. See section 3 for more details.
b Rate taken from the estimate of BH–IMBH IMRI rates quoted in [19] for the scenario of BH–IMBH
binary hardening via three-body interactions; the fraction of globular clusters containing suitable
IMBHs is taken to be 10%, and no interferometer optimizations are assumed.
c Rate taken from the optimistic upper limit rate quoted in [19] with the assumption that all globular
clusters contain suitable IMBHs; for the advanced network rate, the interferometer is assumed to be
optimized for IMRI detections.
d Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming 10% of all
young star clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core
collapse time to form a pair of IMBHs.
e Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming all young star
clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core collapse time
to form a pair of IMBHs.

Where posterior probability density functions (PDFs) for rates are available, Rre refers
to the PDF mean, Rlow and Rhigh are the 95% pessimistic and optimistic confidence intervals,
respectively, and Rmax is the upper limit, quoted in the literature based on very basic limits set
by other astrophysical knowledge (see table 1). However, many studies do not evaluate the
rate predictions in that way, and for some speculative sources even estimates of uncertainties
may not be available at present. In these cases, we assign the rate estimates available in the
literature to one of the four categories, as described in detail in section 4. The values in all
tables in this section are rounded to a single significant figure; in some cases, the rounding
may have resulted in somewhat optimistic predictions.
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FIG. 8. The cumulative (right to left) distribution of observed trig-
gers in the GstLAL analysis as a function of the log likelihood. The
best fit signal + noise distribution, and the contributions from signal
and noise are also shown. The shaded regions show 1s uncertain-
ties. The observations are in good agreement with the model. At
low likelihood, the distribution matches the noise model, while at
high likelihood it follows the signal model. Three triggers are clearly
identified as being more likely to be signal than noise. GW150914
stands somewhat above the expected distribution, as it is an unusu-
ally significant event – only 6% of the astrophysical distribution of
sources appearing in our search with a false rate of less than one per
century will be more significant than GW150914.

than was achieved in [42], due to the longer duration of data
containing a larger number of detected signals.

To do so, we consider two classes of triggers: those whose
origin is astrophysical and those whose origin is terrestrial.
Terrestrial triggers are the result of either instrumental or en-
vironmental effects in the detector, and their distribution is
calculated from the search background estimated by the anal-
yses (as shown in Fig. 3). The distribution of astrophysical
events is determined by performing large-scale simulations of
signals drawn from astrophysical populations and added to the
data set. We then use our observations to fit for the number of
triggers of terrestrial and astrophysical origin, as discussed in
detail in Appendix C. Figure 8 shows the inferred distributions
of signal and noise triggers, as well as the combined distribu-
tion. The observations are in good agreement with the model.

It is clear from the figure that three triggers are more likely
to be signal (i.e. astrophysical) than noise (terrestrial). We
evaluate this probability and find that, for GW150914 and
GW151226, the probability of astrophysical origin is unity
to within one part in 106. Meanwhile for LVT151012, it is
calculated to be 0.87 and 0.86, for the PyCBC and GstLAL
analyses respectively.

Given uncertainty in the formation channels of the various

Mass distribution R/(Gpc�3yr�1)

PyCBC GstLAL Combined
Event based

GW150914 3.2+8.3
�2.7 3.6+9.1

�3.0 3.4+8.6
�2.8

LVT151012 9.2+30.3
�8.5 9.2+31.4

�8.5 9.4+30.4
�8.7

GW151226 35+92
�29 37+94

�31 37+92
�31

All 53+100
�40 56+105

�42 55+99
�41

Astrophysical
Flat in log mass 31+43

�21 30+43
�21 30+43

�21
Power Law (�2.35) 100+136

�69 95+138
�67 99+138

�70

TABLE II. Rates of BBH mergers based on populations with masses
matching the observed events, and astrophysically motivated mass
distributions. Rates inferred from the PyCBC and GstLAL analyses
independently as well as combined rates are shown. The table shows
median values with 90% credible intervals.

BBH events, we calculate the inferred rates using a variety of
source population parametrizations. For a given population,
the rate is calculated as R = L/hV T i where L is the number
of triggers of astrophysical origin and hV T i is the population-
averaged sensitive space-time volume of the search. We use
two canonical distributions for BBH masses:

i a distribution uniform over the logarithm of component
masses, p(m1,m2) µ m1

�1m2
�1 and

ii assuming a power-law distribution in the primary mass,
p(m1) µ m�2.35

1 with a uniform distribution on the sec-
ond mass.

We require 5M�  m2  m1 and m1 +m2  100M�. The first
distribution probably overestimates the fraction of high-mass
black holes and therefore overestimates hV T i resulting in an
underestimate the true rate while the second probably over-
estimates the fraction of low-mass black holes and therefore
underestimating hV T i and overestimating the true rate. The
inferred rates for these two populations are shown in Table II
and the rate distributions are plotted in Figure 10.

In addition, we calculate rates based upon the inferred prop-
erties of the three significant events observed in the data:
GW150914, GW151226 and LVT151012 [140]. Since these
classes are distinct, the total event rate is the sum of the indi-
vidual rates: R ⌘ RGW150914 + RLVT151012 + RGW151226. Note
that the total rate estimate is dominated by GW151226, as it
is the least massive of the three likely signals and is therefore
observable over the smallest space-time volume. The results
for these population assumptions also are shown in Table II,
and in Figure 9. The inferred overall rate is shown in Fig. 10.
As expected, the population-based rate estimates bracket the
one obtained by using the masses of the observed black hole
binaries.

The inferred rates of BBH mergers are consistent with
the results obtained in [42] following the observation of
GW150914. The median values of the rates have decreased
by approximately a factor of two, as we now have three likely

9 – 240	
  /Gpc3/yr

以前の評価

観測に基づいた評価

PHYSICAL	
  REVIEW	
  X	
  6,	
  041015	
  (2016)
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Table 4. Compact binary coalescence rates per Mpc3 per Myra.

Source Rlow Rre Rhigh Rmax

NS–NS (Mpc−3 Myr−1) 0.01 [1] 1 [1] 10 [1] 50 [16]
NS–BH (Mpc−3 Myr−1) 6 × 10−4 [18] 0.03 [18] 1 [18]
BH–BH (Mpc−3 Myr−1) 1 × 10−4 [14] 0.005 [14] 0.3 [14]

a See footnotes in table 2 for details on the sources of the values in this table.

Table 5. Detection rates for compact binary coalescence sources.

IFO Sourcea Ṅlow yr−1 Ṅre yr−1 Ṅhigh yr−1 Ṅmax yr−1

NS–NS 2 × 10−4 0.02 0.2 0.6
NS–BH 7 × 10−5 0.004 0.1

Initial BH–BH 2 × 10−4 0.007 0.5
IMRI into IMBH <0.001b 0.01c

IMBH-IMBH 10−4 d 10−3 e

NS–NS 0.4 40 400 1000
NS–BH 0.2 10 300

Advanced BH–BH 0.4 20 1000
IMRI into IMBH 10b 300c

IMBH-IMBH 0.1d 1e

a To convert the rates per MWEG in table 2 into detection rates, optimal horizon distances of
33 Mpc/445 Mpc are assumed for NS–NS inspirals in the Initial/Advanced LIGO–Virgo networks. For
NS–BH inspirals, horizon distances of 70 Mpc/927 Mpc are assumed. For BH–BH inspirals, horizon
distances of 161 Mpc/2187 Mpc are assumed. These distances correspond to a choice of 1.4 M⊙ for
NS mass and 10 M⊙ for BH mass. Rates for IMRIs into IMBHs and IMBH–IMBH coalescences are
quoted directly from the relevant papers without conversion. See section 3 for more details.
b Rate taken from the estimate of BH–IMBH IMRI rates quoted in [19] for the scenario of BH–IMBH
binary hardening via three-body interactions; the fraction of globular clusters containing suitable
IMBHs is taken to be 10%, and no interferometer optimizations are assumed.
c Rate taken from the optimistic upper limit rate quoted in [19] with the assumption that all globular
clusters contain suitable IMBHs; for the advanced network rate, the interferometer is assumed to be
optimized for IMRI detections.
d Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming 10% of all
young star clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core
collapse time to form a pair of IMBHs.
e Rate taken from the estimate of IMBH-IMBH ringdown rates quoted in [20] assuming all young star
clusters have sufficient mass, a sufficiently high binary fraction, and a short enough core collapse time
to form a pair of IMBHs.

Where posterior probability density functions (PDFs) for rates are available, Rre refers
to the PDF mean, Rlow and Rhigh are the 95% pessimistic and optimistic confidence intervals,
respectively, and Rmax is the upper limit, quoted in the literature based on very basic limits set
by other astrophysical knowledge (see table 1). However, many studies do not evaluate the
rate predictions in that way, and for some speculative sources even estimates of uncertainties
may not be available at present. In these cases, we assign the rate estimates available in the
literature to one of the four categories, as described in detail in section 4. The values in all
tables in this section are rounded to a single significant figure; in some cases, the rounding
may have resulted in somewhat optimistic predictions.
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LIGO,	
  Virgoの状況
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LIGO	
  O2
Engineering	
  run:	
  11月初めから
O2前半:	
  	
  	
  	
  11月30日から
年末年始中断後1月第2週から再開
O2後半：3月下旬から5月まで
NS-­‐NS	
  〜70Mpc
BBH(10+10Msun)	
  〜 300Mpc
BBH(30+30Msun)	
  〜 700Mpc

Virgo
3月，O2後半からの観測参加を目指している
1月末に決定のはず=>どうなったかについては未発表

http://www.ligo.org/news/index.php#O2Jan2017update
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FIG. 5. Posterior probability distributions for the sky locations of GW150914, LVT151012 and GW151226 shown in a Mollweide projection.
The left plot shows the probable position of the source in equatorial coordinates (right ascension is measured in hours and declination is
measured in degrees). The right plot shows the localization with respect to the Earth at the time of detection. H+ and L+ mark the Hanford
and Livingston sites, and H� and L� indicate antipodal points; H-L and L-H mark the poles of the line connecting the two detectors (the
points of maximal time delay). The sky localization forms part of an annulus, set by the difference in arrival times between the detectors.

ponents’ spins [98]; we now use an updated formula which
also incorporates the effects of in-plane spins [113]. This has a
small impact on spin of GW150914 (changing from 0.67+0.05

�0.06
to 0.68+0.05

�0.06), and a larger effect on GW151226 (changing
from 0.72+0.05

�0.05 to 0.74+0.06
�0.06) as its components have more sig-

nificant spins.

C. Distance, inclination and sky location

The luminosity distance to the source is inversely propor-
tional to the signal’s amplitude. GW150914 and GW151226
have comparable distance estimates of DL = 420+150

�180 Mpc
(redshift z = 0.09+0.03

�0.04) and DL = 440+180
�190 Mpc (z =

0.09+0.03
�0.04) respectively.5 GW151226 originates from a lower

mass system than GW150914 and hence the GW signal is in-
trinsically quieter, and its SNR is lower than GW150914’s
even though the distances are comparable. LVT151012 is
the quietest signal and is inferred to be at a greater distance
DL = 1000+500

�500 Mpc (z = 0.20+0.09
�0.09).

In all cases, there is significant fractional uncertainty for the
distance. This is predominantly a consequence of the degen-
eracy between the distance and the binary’s inclination, which
also impacts the signal amplitude [93, 115, 116].

The inclination is only weakly constrained; in all cases
there is greatest posterior support for the source being either
face on or face off (angular momentum pointed parallel or
antiparallel to the line of sight). This is the orientation that
produces the greatest GW amplitude and so is consistent with
the largest distance. The inclination could potentially be bet-
ter constrained in a precessing system [96, 117]. Only for

5 We convert between luminosity distance and redshift using a flat LCDM
cosmology with Hubble parameter H0 = 67.9 kms�1 Mpc�1 and matter
density parameter Wm = 0.306 [40]. The redshift is used to convert be-
tween the observed detector-frame masses and the physical source-frame
masses, m = (1+ z)msource [114].

GW150914 is there preference for one of the configurations,
with there being greater posterior support for the source being
face off [38].

Sky localization from a GW detector network is primar-
ily determined by the measured delay in the signal arriving
at the sites, with additional information coming from the sig-
nal amplitude and phase [118–120]. For a two-detector net-
work, the sky localization forms a characteristic broken an-
nulus [121–124]. Adding additional detectors to the network
would improve localization abilities [125–128]. The sky lo-
calizations of the three events are shown in Fig. 5; this shows
both celestial coordinates (indicating the origin of the signal)
and geographic coordinates (illustrating localization with re-
spect to the two detectors). The arrival time at Hanford rel-
ative to Livingston was DtHL = 7.0+0.2

�0.2 ms for GW150914,
DtHL = �0.6+0.6

�0.6 ms for LVT151012, and DtHL = 1.1+0.3
�0.3 ms

for GW151226.
The 90% credible region for sky localization is 230 deg2

for GW150914, 850 deg2 for GW151226, and 1600 deg2 for
LVT151012. As expected, the sky area is larger for quieter
events. The sky area is expected to scale inversely with the
square of the SNR [124, 129], and we see that this trend is
followed.

V. TESTS OF GENERAL RELATIVITY

GW150914 provided us with the first empirical access to
the genuinely strong-field dynamics of gravity. With the fre-
quency of the waveform peak amplitude well aligned with the
best instrument sensitivity, the part of the coalescence just be-
fore merger, as well as the merger-ringdown regime, could be
studied in considerable detail, as described in [41]. This al-
lowed for checks of the consistency between masses and spins
estimated from different portions of the waveform [130], as
well as parameterized tests of the waveform as a whole [131–
134]. Even though not much of the early inspiral was in the
detectors’ sensitive band, interesting bounds could be placed
on departures from general relativity in the PN coefficients

arXiv:1606.04856検出器2台では，方向は良く決まらない．
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GW150914

GW151226

LVT151012

image credit: LIGO/Leo Singer (Milky Way image: Axel Mellinger) 14
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GW150914 +VIRGO

GW151226 +VIRGO

LVT151012 +VIRGO

image credit: LIGO/Leo Singer (Milky Way image: Axel Mellinger) 15
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11th Asian-Pacific Regional IAU Meeting  /  Plenary Session C      N. Kanda     /     28-July-2011  

LCGT and the Global Network of Gravitational Wave Detectors

LCGT
 (Large-scale Cryogenic Gravitational wave Telescope)

Underground

• in Kamioka, Japan

Silent & Stable 
environment

Cryogenic Mirror

• 20K

• sapphire substrate

3km baseline

Plan

• 2010  : construction 
started

• 2014  : first run in normal 
temperature
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東京大学宇宙線研究所（ホスト機関）
国立天文台，高エネルギー加速器研究機構
国内外の大学などの研究機関

岐阜県飛騨市神岡町神岡鉱山に建設
腕の長さ3kmのレーザー干渉計
低温鏡を使用する

2016年3月4月に初めての観測運転実施
2017年度末までに低温鏡による観測予定
その後本格的な観測運転予定

重力波天文学推進のために必要不可欠
国際的にも極めて重要な検出器
（方向決定や全天を網羅するため，etc）

LocationLocation
Mozumi

Kamioka
Observatory,�ICRR

SuperͲ
Kamiokande

y,

Toyama�airport

40min.
by�car New�

Atotsu

Status�of�KAGRA�ͲͲ Takaaki�Kajita 5

Present�mine�entrance
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２０１６年３月２５日，KAGRAの最初の観測運転開始
iKAGRA:	
  簡単なレーザー干渉計構成，
室温鏡による試験観測
前半：3/25-­‐31，後半：4/12-­‐25

その後は，bKAGRAへ向けたインストール作業中

bKAGRA:	
  フルスペックのKAGRA
2017年度末低温鏡での試験運転
2019年フルスペックの構成完成
その後本格観測へ



デザイン感度比較 -­‐ aLIGO,	
  aVIRGO,	
  KAGRA	
  -­‐
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aLIGO

aVirgo
KAGRA

http://gwcenter.icrr.u-­‐tokyo.ac.jp/en/researcher/parameter
Data	
  for	
  the	
  KAGRA	
  noise	
  spectrum	
  :	
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重力波の種類
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波形分かる 波形分からない

short
duration

連星合体
宇宙紐

超新星爆発
パルサーグリッヂ

long
duration

回転中性子星

データ解析方法に基づく重力波の分類

• Deterministic

• Stochastic
天体起源背景放射
初期宇宙起源背景放射

30分以上
地球回転無視できない
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•Triggered	
  search
重力波以外の信号（電磁波，ニュートリノ）の観測から時刻、方向を絞
り込む．
重力波検出のしきい値が下げられる．信号検出可能性が高まる．

ガンマ線バースト，超新星爆発，
等々でなされてきた

LIGO-­‐Virgo	
  の2009-­‐2010データの解析では，
154個のGRBの時刻，方向の情報を使ったトリガー探査では，
使わない解析より２倍程度しきい値が下げられた．
（距離で２倍遠くまで観測できた） arXiv:1205.2216



フォローアップ観測への期待
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• フォローアップ観測

重力波をまず検出し、その時刻、方向を電磁波で観測を行う．

重力波検出器は広視野

• 重力波検出の確からしさの向上
• 正確な方向と距離が判明し，重力波源パラメータのより良い決定
• 素性がよく分からない重力波信号の波源が明らかになる



方向決定精度
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• レーザー干渉計は1台では
方向は分からない

• ３台以上の検出器必要

• 方向決定精度に一番効く
のは時刻決定精度
（到来時刻の差）

レーザー干渉計
アンテナパターン（指向性）

HV

HL

LV
V

S

Sv

L

H

LV

HL

HV

Figure 2: Source localization by triangulation for the aLIGO-AdV network. The locus of constant
time delay (with associated timing uncertainty) between two detectors forms an annulus on the
sky concentric about the baseline between the two sites. For three detectors, these annuli may
intersect in two locations. One is centered on the true source direction, S, while the other (S0) is
its mirror image with respect to the geometrical plane passing through the three sites. For four or
more detectors there is a unique intersection region of all of the annuli. Figure adapted from [22].

bandwidth is ⇠ 100Hz, determined by the most sensitive frequencies of the detector. For shorter
transients the bandwidth �f depends on the specific signal. For example, GWs emitted by various
processes in core-collapse supernovae are anticipated to have relatively large bandwidths, between
150-500Hz [23, 24, 25, 26], largely independent of detector configuration. By contrast, the sky
localization region for narrowband burst signals may consist of multiple disconnected regions; see
for example [27, 12].

Finally, we note that some GW searches are triggered by electromagnetic observations, and in
these cases localization information is known a priori. For example, in GW searches triggered by
gamma-ray bursts [10] the triggering satellite provides the localization. The rapid identification of
a GW counterpart to such a trigger could prompt further followups by other observatories. This
is of particular relevance to binary mergers, which are considered the likely progenitors of most
short gamma-ray bursts. It is therefore important to have high-energy satellites operating during
the advanced detector era.

Finally, it is also worth noting that all GW data are stored permanently, so that it is possible
to perform retroactive analyses at any time.

3.2 Detection and False Alarm Rates

The rate of BNS coalescences is uncertain, but is currently predicted to lie between 10�8 �
10�5Mpc�3 yr�1 [28]. This corresponds to between 0.4 and 400 signals above SNR 8 per year
of observation for a single aLIGO detector at final sensitivity [28]. The predicted observable rates
for NS-BH and BBH are similar. Expected rates for other transient sources are lower and/or less
well constrained.

The rate of false alarm triggers above a given SNR will depend critically upon the data quality of

11
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NS-­‐NS	
  合体 @180Mpc
(1.4,1.4)Msun LHV LHVK

median	
  of	
  δΩ [Deg2] 30.25 9.5

L:LIGO-­‐Livingston
H:LIGO-­‐Hanford
V:	
  Virgo
K:	
  KAGRA
I:	
  LIGO-­‐India

direction，inclination，polarization	
  angle
are	
  given	
  randomly

J.Veitch et	
  al.,	
  PRD85,	
  104045	
  (2012)
(Bayesian	
  inference	
  )
See	
  also	
  Rodriguez	
  et	
  al.	
  	
  1309.3273

(95%CI)

(10,1.4)Msun LHV LHVK LHVKI

median	
  of	
  δΩ [Deg2] 21.5 8.44 4.86

(Tagoshi,	
  Mishra,	
  Arun,	
  Pai,	
  PRD90,	
  024053	
  (2014)	
  ,	
  Fisher	
  matrix)

BH-­‐NS	
  合体 @200Mpc
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and III). However, in the cases of errors correspond-
ing to a fixed SNR=20, we find an interesting feature
in many cases, that is, the detector network with
more detectors gives worse parameter estimation
accuracy. For example, for Mc and δ, LHVK and
LHVKI cases are worse than LHV case. Similar
trend can be seen between LHK and LHVK,
between LHVI and LHVKI, and between LHKI
and LHVKI. We do not see these trends in other
parameters. In order to investigate the origin of this
behaviour, we performed another simulation in
which all 5 detectors have the same noise power
spectrum of advanced LIGO. The results are sum-
marized in Table VI. In Table VII, errors corre-
sponding to a fixed SNR ¼ 20 are given. We find in
Table VII that we do not see the trend found in
Table III. Indeed the errors for lnMc and δ are
nearly equal in all detector combinations, and they
are slightly better in four- and five-detector cases.
The errors for lnMc (FWF) are ð8.22–8.24Þ × 10−5

for 3 detector cases, and 8.22 × 10−5 for the four-
and five-detector cases, and the error for δ (FWF) are
about 1.01 × 10−3 in all cases. These facts suggest
that the worse estimation errors of lnMc and δ for
LHVK and LHVKI cases than LHV case are caused
by the difference of shape of the noise power
spectrum density. As we can see from Fig. 1 that
the noise curve used for advanced LIGO is wider
bandwidth compared with advanced Virgo and
KAGRA. This wider bandwidth, especially at low
frequency region, is effective to have a better
estimation accuracy of mass parameters. When we
adopt the noise curve of advanced Virgo or KAGRA,
we have a slightly inferior estimation ability of mass
parameter. This effect becomes manifest when we
set the uniform network SNR.
It is interesting to note in Table IV that the median of
the correlation coefficients for the pairs, (lnMc, tc),

(lnMc, Φc), (δ, tc), and (δ, Φc), systematically
increases as we go from the LHV to LHVK or
LHVKI case, where as correlations between mass
parameters hardly change. This would lead to small
degradation in measurement of mass parameters, tc
and Φc when we go from LHV to LHVK or LHVKI
case. Note however that, as we can see in Table VIII,
these feature remain even in the case when all of the
detector noise are given by that of advanced LIGO.
Thus, this is not the main reason of larger errors of
lnMc and δ in LHVK and LHVKI cases than in
LHV case. Note also that the estimation errors of tc
and Φc systematically decrease from LHV to LHVK
and LHVKI even for the fixed SNR case, although
the difference of Φc is very small.
On the other hand, we find in Table IV that the
correlation coefficients for pairs, (lnMc, θ), (lnMc,
ϕ), (δ, θ), and (δ, ϕ) increases as we go from LHV to
LHVK, and from LHV to LHVKI. For example, the
median of correlation coefficients of (lnMc, θ) are
5.38×10−3, 1.62 × 10−2, and 1.47 × 10−2, for LHV,
LHVK and LHVKI, respectively. Although these
correlation coefficients are not very large, the estima-
tion errors of lnMc, δ, θ and ϕ might be slightly
affectedascorrelationcoefficientschangesignificantly
fromLHV toLHVKorLHVKI case. These feature are
also explained with the difference of the noise power
spectrum used in the analysis. In fact, this trend
disappears in the case when all of the detector noise
are given by that of advanced LIGO. As we can see in
TableVIII, the correlationcoefficients of (lnMc,θ) are
2.29×10−3, 1.61 × 10−3, and 1.32 × 10−3, for LHV,
LHVK and LHVKI, respectively.

C. Addition of LIGO-India and its benefits

In this section we aim to discuss in particular the
benefits of including the LIGO-India detector to the future

−4 −3.5 −3 −2.5 −2 −1.5 −1
0

0.1
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Coalescence time error FWF (10,1.4) Msolar
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LHV, median=5.46e−04, Q3−Q1=5.60e−04
LHVK, median=3.91e−04, Q3−Q1=2.59e−04
LHVIK, median=3.23e−04, Q3−Q1=1.89e−04
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LHV, median=2.14e+01, Q3−Q1=4.34e+01
LHVK, median=8.44e+00, Q3−Q1=1.53e+01
LHVIK, median=4.86e+00, Q3−Q1=7.63e+00

FIG. 7 (color online). Same as Fig. 6 but error distributions correspond to the coalescence time tc and solid angle around source’s
location Ω.
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all	
  unknown direction	
  known DL and direction	
  known

LHV 9.3deg
(41.5deg)

8.3deg
(34.4deg)

3.3deg
(8.6deg)

LHVK 7.1deg
(24deg)

6.5deg
(21.0deg)

2.7deg
(6.4deg)

LHVKI 5.8deg
(15.5deg)

5.5deg
(14.3deg)

2.2deg
(5.1deg)

Median	
  of	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  [rad]	
  �◆
(10,1.4)	
  Msun @200Mpc
((1.4,1.4)Msun)	
  	
  @200Mpc

only	
  SNRnetwork >8

(Arun,	
  Tagoshi,	
  Pai,	
  Mishra	
  	
  (2014),	
  	
  Fisher	
  matrix)

距離と軌道傾斜角は縮退している
距離が分かると，軌道傾斜角良く決まる
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with specific stellar populations). Because merger counterparts
are predicted to be faint, obtaining a spectroscopic redshift
is challenging (cf. Rowlinson et al. 2010), in which case
spectroscopy of the host galaxy is the most promising means
of obtaining the event redshift.

It is important to distinguish two general strategies for con-
necting EM and GW events. One approach is to search for a
GW signal following an EM trigger, either in real time or at
a post-processing stage (e.g., Finn et al. 1999; Mohanty et al.
2004). This is particularly promising for counterparts predicted
to occur in temporal coincidence with the GW chirp, such as
short-duration gamma-ray bursts (SGRBs). Unfortunately, most
other promising counterparts (none of which have yet been
independently identified) occur hours to months after coales-
cence.6 Thus, the predicted arrival time of the GW signal will
remain uncertain, in which case the additional sensitivity gained
from this information is significantly reduced. For instance, if
the time of merger is known only to within an uncertainty of
∼ hours (weeks), as we will show is the case for optical (radio)
counterparts, then the number of trial GW templates that must
be searched is larger by a factor ∼104–106 than if the merger
time is known to within seconds, as in the case of SGRBs.

A second approach, which is the primary focus of this paper,
is EM follow-up of GW triggers. A potential advantage in this
case is that counterpart searches are restricted to the nearby
universe, as determined by the ALIGO/Virgo sensitivity range
(redshift z ! 0.05–0.1). On the other hand, the large error
regions are a significant challenge, which are estimated to be
tens of square degrees even for optimistic configurations of GW
detectors (e.g., Gürsel & Tinto 1989; Fairhurst 2009; Wen &
Chen 2010; Nissanke et al. 2011). Although it has been argued
that this difficulty may be alleviated if the search is restricted
to galaxies within 200 Mpc (Nuttall & Sutton 2010), we stress
that the number of galaxies with L " 0.1 L∗ (typical of SGRB
host galaxies; Berger 2009, 2011) within an expected GW error
region is ∼400, large enough to negate this advantage for most
search strategies. In principle the number of candidate galaxies
could be reduced if the distance can be constrained from the
GW signal; however, distance estimates for individual events
are rather uncertain, especially at that low of S/Ns that will
characterize most detections (Nissanke et al. 2010). Moreover,
current galaxy catalogs are incomplete within the ALIGO/Virgo
volume, especially at lower luminosities. Finally, some mergers
may also occur outside of their host galaxies (Berger 2010;
Kelley et al. 2010). Although restricting counterpart searches to
nearby galaxies is unlikely to reduce the number of telescope
pointings necessary in follow-up searches, it nevertheless can
substantially reduce the effective sky region to be searched,
thereby allowing for more effective vetoes of false positive
events (Kulkarni & Kasliwal 2009).

At the present there are no optical or radio facilities that can
provide all-sky coverage at a cadence and depth matched to
the expected light curves of EM counterparts. As we show in
this paper, even the Large Synoptic Survey Telescope (LSST),
with a planned all-sky cadence of four days and a depth of
r ≈ 24.7 mag, is unlikely to effectively capture the range of
expected EM counterparts. Thus, targeted follow-up of GW

6 Predicted EM counterparts that may instead precede the GW signal include
emission powered by the magnetosphere of the NS (e.g., Hansen & Lyutikov
2001; McWilliams & Levin 2011; Lyutikov 2011a, 2011b), or cracking of the
NS crust due to tidal interactions (e.g., Troja et al. 2010; Tsang et al. 2011),
during the final inspiral. However, given the current uncertainties in these
models, we do not discuss them further.

BH

obs

j
Tidal Tail & Disk Wind

Ejecta ISM Shock

Merger Ejecta 

v ~ 0.1 0.3 c

Optical (hours days)

Kilonova
Optical (t ~ 1 day)

Jet ISM Shock (Afterglow)

GRB
(t ~ 0.1 1 s)

Radio (weeks years)

Radio (years)

Figure 1. Summary of potential electromagnetic counterparts of NS–NS/
NS–BH mergers discussed in this paper, as a function of the observer angle,
θobs. Following the merger a centrifugally supported disk (blue) remains around
the central compact object (usually a BH). Rapid accretion lasting !1 s
powers a collimated relativistic jet, which produces a short-duration gamma-
ray burst (Section 2). Due to relativistic beaming, the gamma-ray emission
is restricted to observers with θobs ! θj , the half-opening angle of the jet.
Non-thermal afterglow emission results from the interaction of the jet with
the surrounding circumburst medium (pink). Optical afterglow emission is
observable on timescales up to ∼ days–weeks by observers with viewing angles
of θobs ! 2θj (Section 3.1). Radio afterglow emission is observable from all
viewing angles (isotropic) once the jet decelerates to mildly relativistic speeds
on a timescale of weeks–months, and can also be produced on timescales of
years from sub-relativistic ejecta (Section 3.2). Short-lived isotropic optical
emission lasting ∼few days (kilonova; yellow) can also accompany the merger,
powered by the radioactive decay of heavy elements synthesized in the ejecta
(Section 4).
(A color version of this figure is available in the online journal.)

error regions is required, whether the aim is to detect optical
or radio counterparts. Even with this approach, the follow-
up observations will still require large field-of-view (FOV)
telescopes to cover tens of square degrees; targeted observations
of galaxies are unlikely to substantially reduce the large amount
of time to scan the full error region.

Our investigation of EM counterparts is organized as follows.
We begin by comparing various types of EM counterparts, each
illustrated by the schematic diagram in Figure 1. The first is an
SGRB, powered by accretion following the merger (Section 2).
Even if no SGRB is produced or detected, the merger may still
be accompanied by relativistic ejecta, which will power non-
thermal afterglow emission as it interacts with the surrounding
medium. In Section 3 we explore the properties of such “or-
phan afterglows” from bursts with jets nearly aligned toward
Earth (optical afterglows; Section 3.1) and for larger viewing
angles (late radio afterglows; Section 3.2). We constrain our
models using the existing observations of SGRB afterglows,
coupled with off-axis afterglow models. We also provide a re-
alistic assessment of the required observing time and achiev-
able depths in the optical and radio bands. In Section 4 we
consider isotropic optical transients powered by the radioac-
tive decay of heavy elements synthesized in the ejecta (referred
to here as “kilonovae,” since their peak luminosities are pre-
dicted to be roughly one thousand times brighter than those
of standard novae). In Section 5 we compare and contrast the
potential counterparts in the context of our four Cardinal Virtues.
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同時観測
超新星爆発メカニズム解明

重力波：銀河系近傍(<数10kpc)で起これば検出可能 23
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d50% [kpc] for Galactic center d50% [kpc] for LMC
Waveform HL 2015 HLV 2017 HLV 2019 HL 2015 HLV 2017 HLV 2019

müller1 2.3 3.3 4.7 2.5 3.8 5.3
müller2 1.0 1.5 2.2 1.2 1.8 2.5
müller3 1.2 1.5 2.4 1.4 1.6 2.7
ott 2.4 3.4 5.5 3.2 4.9 7.2
yak 1.5 1.8 5.1 1.6 2.1 6.2
dim1 7.0 9.1 17 7.4 10 18
dim2 11 17 29 13 20 32
dim3 13 21 38 18 32 50
sch1 31 43 78 36 48 90
sch2 35 50 98 45 56 120

TABLE VI: The distance in kpc at which 50% detection e�ciency is attained, d50% for the numerical core collapse emission
models considered using the HL 2015, HLV 2017, and HLV 2019 detector networks, for CCSNe in the direction of the galactic
center and the LMC.

FIG. 5: The detection e�ciency as a function of distance for the numerical waveforms in this study, in the context of a 1 minute
on-source window and the HLV 2019 detector network. The top row is for galactic sources, and the bottom row is for sources
in the Large Magellanic Cloud. In each plot, 50% and 90% detection e�ciency is marked with a dashed black line, and the
distance to the host galaxy is marked with a vertical blue line.

dows, and M82, in the context of 24 hour 1 minute and
74 hour on-source windows.

For CCSNe in the direction of M31, we see that emis-
sion from long-lived bar-mode instabilities will be de-
tectable out to ⇠ (0.5 � 5.2) Mpc [⇠ (0.2 � 2.7) Mpc]
when using a 61 minute [51 hour] on-source window, with
the HL 2015 detector network. The distances at which
50% detection e�ciency is reached, d50%, increase to
⇠ (0.8�8.6) Mpc [⇠ (0.3�3.4) Mpc] and ⇠ (1.6�18) Mpc
(⇠ (0.8 � 9.9) Mpc) when using a 61 minute [51 hour]
on-source window, with the HLV 2017 and HLV 2019 de-

tector networks, respectively.
Emission from disk fragmentation instabilities will be

detectable out to ⇠ (0.9 � 12) Mpc [⇠ (0.6 � 6.5) Mpc]
and ⇠ (1.3 � 19) Mpc [⇠ (0.6 � 6.1) Mpc] when using 61
minute [51 hour] on-source windows with the HL 2015
and HLV 2017 detector networks, respectively, for CCSNe
in the direction of M31. These distances increase to ⇠
(2 � 28) Mpc [⇠ (1.4 � 18) Mpc] when using a 61 minute
[51 hour] on-source window, with the HLV 2019 detector
network.

Assuming a fiducial distance of 0.77 Mpc for a CCSN

Gossan	
  et	
  al.	
  1511.02836	
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Waveform Type Ref. Waveform Name hhrssi fpeak EGW

[10�22 at 10 kpc] [Hz] [10�10M�c
2]

2D neutrino-driven convection and SASI [14] yak 1.89 888 0.11
3D neutrino-driven convection and SASI [37] müller1 1.66 150 0.14
3D neutrino-driven convection and SASI [37] müller2 3.85 176 0.42
3D neutrino-driven convection and SASI [37] müller3 1.09 203 0.26
3D neutrino-driven convection and SASI [29] ott 0.24 1067 4.46
2D rotating core collapse [17] dim1 1.05 774 8.54
2D rotating core collapse [17] dim2 1.80 753 30.97
2D rotating core collapse [17] dim3 2.69 237 1.53
3D rotating core collapse [147] sch1 5.14 465 1.92⇥ 103

3D rotating core collapse [147] sch2 5.80 700 3.53⇥ 103

TABLE III: Key characteristics of ‘numerical’ waveforms from multi-dimensional CCSN simulations. EGW is the energy emitted
in GWs, hhrssi is the angle-averaged root-sum-square strain (Eq. 11), and fpeak is the frequency at which the spectral GW
energy dEGW/df peaks.

147, 153]) or, in the limit of extreme rotation, by a
classical high-T/|W | instability at T/|W | & 25 � 27%
[154], where T is the rotational kinetic energy and W
is the gravitational energy, may set in. The nonax-
isymmetric deformations may lead to a signficant en-
hancement of the GW signal from the postbounce phase
of rotating CCSNe. We choose two sample waveforms
from the 3D Newtonian, magnetohydrodynamical sim-
ulations of Scheidegger et al. [147], which use a neu-
trino leakage scheme. All were performed with a 15M�
progenitor star, and the Lattimer-Swesty equation of
state [152]. Due to the 3D nature of the simulations,
the Scheidegger et al. waveforms have two polarizations.
We employ waveforms for models R3E1ACL (moder-
ate precollapse rotation, toroidal/poloidal magnetic field
strength of 106 G/109 G), and R4E1FCL (rapid precol-
lapse rotation, toroidal/poloidal magnetic field strength
of 1012 G/109 G). We hereafter refer to these waveforms
as sch1 and sch2, respectively.

B. Phenomenological Waveforms

1. Gravitational Waves from Long-Lived Rotational
Instabilities

Proto-neutron stars with ratio of rotational kinetic
energy T to gravitational energy |W |, � = T/|W | &
25�27% become dynamically unstable to nonaxisymmet-
ric deformation (with primarily m = 2 bar shape). If � &
14%, an instability may grow on a secular (viscous, GW
back reaction) timescale, which may be seconds in proto-
neutron stars (e.g., [155]). Furthermore, proto-neutron
stars are born di↵erentially rotating (e.g., [156]) and may
thus be subject to a dynamical shear instability driving
nonaxisymmetric deformations that are of smaller mag-
nitude than in the classical instabilities, but are likely to
set in at much lower �. Since this instability operates
on di↵erential rotation, it may last for as long as accre-
tion maintains su�cient di↵erential rotation in the outer
proto-neutron star (e.g., [38, 139, 147, 153, 157, 158] and

references therein).
For simplicity, we assume that the net result of all these

instabilities is a bar deformation, whose GW emission we
model in the Newtonian quadrupole approximation for a
cylinder of length l, radius r and mass M in the x � y
plane, rotating about the z axis. We neglect spin-down
via GW back reaction. The second time derivative of the
bar’s reduced mass-quadrupole tensor is given by

Ï
ij

=
1

6
M(l2 � 3r2) ⌦2

✓
� cos 2⌦t sin 2⌦t

sin 2⌦t cos 2⌦t

◆
, (12)

where ⌦ = 2⇡f is the angular velocity of the bar (see,
e.g., [159] for details). We then obtain the GW signal
using the quadrupole formula in Eq. 7 [7, 143].

We generate representative analytic bar waveforms
by fixing the bar length to 60 km, its radius to 10 km
and varying the mass in the deformation M , the spin
frequency f , and duration of the bar mode instabil-
ity �t. In practice, we scale the waveforms with a
Gaussian envelope / exp(�(t � �t)2/(�t/4)2) to ob-
tain nearly zero amplitudes at start and end of the
waveforms, resulting in waveforms of sine-Gaussian mor-
phology. In this study, we consider three bars of mass
M = 0.2M�, with (f,�t) = (400Hz, 0.1 s), (400 Hz, 1 s),
and (800 Hz, 0.1 s) (hereafter referred to as longbar1,
longbar2, and longbar3, respectively), and three bars
of mass M = 1M� with (f,�t) = (400 Hz, 0.1 s),
(400 Hz, 1 s), and (800Hz, 0.025 s) (hereafter referred to
as longbar4, longbar5, and longbar6, respectively).
We choose these parameters to explore the regime of
strong bar-mode GW emission with the constraint that
the strongest signal must emit less energy than is avail-
able in collapse, EGW . 0.15M�c

2. Values of hhrssi,
fpeak, and EGW for the six representative waveforms used
in this study are shown in Table IV.

2. Disk Fragmentation Instability

If the CCSN mechanism fails to re-energize the stalled
shock (see, e.g., [160]), the proto-neutron star will col-
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The parameter A is the median error angle for events with
very large SNR: it may not be zero due to various factors
limiting the resolution (see Sec. VI). The sum of the fit
parameters Aþ Bþ C is the median error angle for events
with "det ¼ 10. Figure 4 also shows a dependence of the
coordinate resolution on the number of detector sites in
the network. There is a significant improvement of the
resolution when more sites are added to the network. This

is particularly noticeable at low SNR, which is very impor-
tant because the anticipated GW signals are likely to be
weak.
Because of several limiting factors (see Sec. VI) the

reconstruction is not uniform in the sky. Figure 5 shows
the distribution of the median error angle across the sky for
different network configurations. There is a dramatic im-
provement of the coordinate reconstruction for the AHLV,
HJLV, and AHJLV networks. However, for the four-site
networks there remain areas where the source localization
is poor. Figure 6 compares the pointing capabilities of the
network consisting of three, four, and five sites by present-
ing the fraction of the sky where the reconstruction is
performed with a given error area. This figure also shows
a significant improvement of the source localization (par-
ticularly for the 90% error area) as more sites are used for
the reconstruction. The best coordinate resolution is ob-
tained with the five-site network, and it is compatible with
the field of view of most optical telescopes.
The coordinate resolution also depends on the waveform

morphology and the polarization content of GW signals
(for details, see Sec. VIB). If reconstructed with the least
constrained unmodeled algorithm, the SG waves with lin-
ear and circular polarization have less accurate source
localization (see Fig. 7). However, the coordinate resolu-
tion can be significantly improved if the reconstruction is

FIG. 5 (color online). Median error angle for HLV, AHLV,
HJLV, and AHJLV networks (from top to bottom) as a function
of source coordinates (#—latitude, $—longitude) for injections
with the network SNR< 30.

FIG. 6. Fraction of the sky (vertical axis) for three-site
(LH~HV), four-site (AHLV and HJLV), and five-site (AHJLV)
networks where sources (all waveform types with "net < 30) are
reconstructed with a given 50% (top panel) and 90% (bottom
panel) error region (horizontal axis).
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the gravitational-wave signal extraction by broadening the
bandwidth of the arm cavities [51,52]. The interferometer
is illuminated with a 1064-nm wavelength Nd:YAG laser,
stabilized in amplitude, frequency, and beam geometry
[53,54]. The gravitational-wave signal is extracted at the
output port using a homodyne readout [55].
These interferometry techniques are designed to maxi-

mize the conversion of strain to optical signal, thereby
minimizing the impact of photon shot noise (the principal
noise at high frequencies). High strain sensitivity also
requires that the test masses have low displacement noise,
which is achieved by isolating them from seismic noise (low
frequencies) and designing them to have low thermal noise
(intermediate frequencies). Each test mass is suspended as
the final stage of a quadruple-pendulum system [56],
supported by an active seismic isolation platform [57].
These systems collectively provide more than 10 orders
of magnitude of isolation from ground motion for frequen-
cies above 10 Hz. Thermal noise is minimized by using
low-mechanical-loss materials in the test masses and their

suspensions: the test masses are 40-kg fused silica substrates
with low-loss dielectric optical coatings [58,59], and are
suspended with fused silica fibers from the stage above [60].
To minimize additional noise sources, all components

other than the laser source are mounted on vibration
isolation stages in ultrahigh vacuum. To reduce optical
phase fluctuations caused by Rayleigh scattering, the
pressure in the 1.2-m diameter tubes containing the arm-
cavity beams is maintained below 1 μPa.
Servo controls are used to hold the arm cavities on

resonance [61] and maintain proper alignment of the optical
components [62]. The detector output is calibrated in strain
by measuring its response to test mass motion induced by
photon pressure from a modulated calibration laser beam
[63]. The calibration is established to an uncertainty (1σ) of
less than 10% in amplitude and 10 degrees in phase, and is
continuously monitored with calibration laser excitations at
selected frequencies. Two alternative methods are used to
validate the absolute calibration, one referenced to the main
laser wavelength and the other to a radio-frequency oscillator

(a)

(b)

FIG. 3. Simplified diagram of an Advanced LIGO detector (not to scale). A gravitational wave propagating orthogonally to the
detector plane and linearly polarized parallel to the 4-km optical cavities will have the effect of lengthening one 4-km arm and shortening
the other during one half-cycle of the wave; these length changes are reversed during the other half-cycle. The output photodetector
records these differential cavity length variations. While a detector’s directional response is maximal for this case, it is still significant for
most other angles of incidence or polarizations (gravitational waves propagate freely through the Earth). Inset (a): Location and
orientation of the LIGO detectors at Hanford, WA (H1) and Livingston, LA (L1). Inset (b): The instrument noise for each detector near
the time of the signal detection; this is an amplitude spectral density, expressed in terms of equivalent gravitational-wave strain
amplitude. The sensitivity is limited by photon shot noise at frequencies above 150 Hz, and by a superposition of other noise sources at
lower frequencies [47]. Narrow-band features include calibration lines (33–38, 330, and 1080 Hz), vibrational modes of suspension
fibers (500 Hz and harmonics), and 60 Hz electric power grid harmonics.
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