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Introduction



Core-collapse Supernovae

30 days

Schematic Light curves of various SNe  
(Filippenko 1997)

SN 1987A
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-19 mag  SN Ia

-17 ~ -16 mag  SN IIP

• 大質量星の進化の最終段階 

• 光分解による鉄コアの重力崩壊 

• バウンスによる衝撃波形成 

• 衝撃波の星表面への到達 → UV/X-ray 

flash(shock breakout) 

• 親星外層の放出 → 可視赤外放射, 電波放

射など (supernovae)
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Core-collapse Supernovae

R=R★+v(t-texp) =R★+C(2E/M★)1/2(t-texp) 

texp

R★ ~v(t-texp) R★ << v(t-texp)

time

L cf. (2E/M★)1/2=109cm/s (E/1051erg)(M/1M◉)-1



SN 1987A @Magellanic Cloud

Blinnikov+(2000)

• peculiar SN @ Magellanic Cloud 

• SN shock breakoutに続くcooling phaseが

観測されている 

• イオン化ポテンシャルが高いイオンからの

recombination lines: UV flashによる光電離

が必要



• peculiar SN @ Magellanic Cloud 

• SN shock breakoutに続くcooling phaseが

観測されている 

• イオン化ポテンシャルが高いイオンからの

recombination lines: UV flashによる光電離

が必要

narrow emission line from CSM 
around SN 1987A 

Lundqvist&Fransson(1996)
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SN 2008D/XRF 080109

• SN Ib @NGC2770 D=27Mpc 

• Jan 9, 2008, Swift衛星が偶然にX線フラッシュ

を発見 → SN 2008Dに付随したものだとわ

かる 

• Lx ~ a few x 1043erg/s, duration ~ 200-300 

sec, Ex ~ 1046erg 

• X線放射の起源についてはまだ議論がある

(光学的に厚いCSMに囲まれた星でのshock 

breakout?)

Soderberg+(2008)



SN shock breakout theory



• 衝撃波の表面への到達 → post-shock gas

が光学的に薄くなる 

• 強いUV/X-ray flashが伴う 

• 星外層をphotonが拡散する速度~c/τ 

• shock velocity Vs 

• c/τ>Vsでshock breakout
Stellar surface

Shock front

photon path

Before shock breakout

Shock front

photon path

After shock breakout
Stellar surface

Core Core

photon diffusion velocity Vdiff=c/τ 

shock velocity Vs 

breakout condition c/τ>Vs 

temperature Tbr~105-6[K]~0.01-0.1[keV]

Supernova Shock Breakout



• 1987A progenitor: BSG with R★=50R◉, M★=14.6M◉ 

• 球対称爆発 t= 1000 s
after core-collapse

radiation log10(Er/c2)          gas density log10(ρ)

AS, Maeda, & Shigeyama (2016)

Supernova Shock Breakout



Supernova Shock Breakout

t= 1000 s
after core-collapse

radiation log10(Er/c2)          gas density log10(ρ)

• 1987A progenitor: BSG with R★=50R◉, M★=14.6M◉ 

• 球対称爆発

AS, Maeda, & Shigeyama (2016)



SN Shock Breakout Light Curves

• SN shock breakoutの光度曲線やタイムスケールはどう決まるか? 

• bolometric luminosity ~ 1044 erg/s ~ -21 mag 

• shock propagation (Δt~R★/(E/M★)1/2) 

AS, Maeda, & Shigeyama (2016)

• shock breakout phase (Δt~R★/c) 

• cooling envelope phase (Δt~R★/v)

time since the core-collapse



• SN shock breakoutの光度曲線やタイムスケールはどう決まるか? 

• bolometric luminosity ~ 1044 erg/s ~ -21 mag 

• shock propagation (Δt~R★/(E/M★)1/2) 

R★/vav~2 [hours]

AS, Maeda, & Shigeyama (2016)

• shock breakout phase (Δt~R★/c) 

• cooling envelope phase (Δt~R★/

vmax)

SN Shock Breakout Light Curves

time since the core-collapse



SN Shock Breakout Light Curves

Fe

Core collapse

Core bounce

Shock propagation

Shock breakout

⁵⁶Fe+γ→13⁴He+4n
⁴He+γ→2p+2n
p+e →ν+n- e

ρ =3×10¹⁴[g/c.c.]c

UV/X-ray flash

SN explosion

Optical

post shock ～0.1keV

Kamiokande©Univ. of Tokyo

neutrino

photon

Δt~R★/(E/M★)1/2



• SN shock breakoutの光度曲線やタイムスケールはどう決まるか? 

• bolometric luminosity ~ 1044 erg/s ~ -21 mag 

• shock propagation (Δt~R★/(E/M★)1/2)

R★/c~100 [sec]

AS, Maeda, & Shigeyama (2016)

• shock breakout phase (Δt~R★/c) 

• cooling envelope phase (Δt~R★/

vmax)

SN Shock Breakout Light Curves

time since the core-collapse
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• shock breakout phase (Δt~R★/c) 

• instantaneous UV flash 

• 星半径のlight crossing timeを反映す

る
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• shock breakout phase (Δt~R★/c) 

• instantaneous UV flash 

• 星半径のlight crossing timeを反映す

る



• SN shock breakoutの光度曲線やタイムスケールはどう決まるか? 

• bolometric luminosity ~ 1044 erg/s ~ -21 mag 

• shock propagation (Δt~R★/(E/M★)1/2)

R★/vmax~100 [sec]

AS, Maeda, & Shigeyama (2016)

• shock breakout phase (Δt~R★/c) 

• cooling envelope phase (Δt~R★/

vmax)

SN Shock Breakout Light Curves

time since the core-collapse



• cooling envelope phase (Δt~R★/

vmax) 

• spherically expanding fireball 

• photospheric emission 

• adiabatic cooling 

• 半径2倍 → 体積8倍 → 温度1/2 

(radiation dominant aT4/3=p) 

• ejectaの膨張率V/Vがcooling rateを

与える: R★/vmax

SN Shock Breakout Light Curves
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R★/vmax

SN Shock Breakout Light Curves

R★/c
shock breakout cooling envelope emissionshock propagation

~1R◉ ~200 sec ~2-3 sec <10 sec

~50R◉ ~2-3 hrs ~100 sec ~ 2min 15-20 min

~500R◉ ~1 day ~15 min ~10 hr ~0.3 days

WR (type Ibc)

BSG (1987A)

 RSG (type II)

R★ R★/(E/M★)1/2 R★/c R★/vmax

見積もりは Matzner & McKee (1999)参照

Mpresn=10M◉, Eexp=1051 ergを仮定した場合の各タイムスケール

R★/(E/M★)1/2



SB light curve in a fixed band

• あるバンドでの観測を考えると、もう

すこし複雑になる 

• Nakar&Sari (2010): analytic SB light 

curve model 

• cooling envelope phase が 2nd peak

をつくる
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Figure 3. Optical light curve (in absolute V magnitude) following the shock
breakout from RSG (solid line), BSG in thermal equilibrium (thick dashed line)
and out of thermal equilibrium during the breakout (thin dashed line) and WR
(dash-dotted line). In all cases, the explosion energy is 1051 erg. The progenitors
radii are 500 R⊙ (RSG), 70 R⊙ (BSG thermal), 20 R⊙ (BSG nonthermal), and
5 R⊙ (WR). The progenitors masses are 15 M⊙ in all cases except for the BSG
thermal, where it is 25 M⊙. The explosion is assumed to be spherical (light travel
time effects are included) and the pre-explosion stellar wind to be transparent.
The source luminosity (before light travel time effects are included) at t < t0
is approximated as L0 exp[1 − t0

t ] (this is the luminosity of a radiation that
leaks from the center of a static slab with a diffusion time t0). The two thermal
breakouts (RSG and BSG thermal) show a rising flux over a duration of R∗/c.
The rise does not stop at t0 since the optical band is below Tobs,0 (the optical
is not the bolometric luminosity at early time). At R∗/c, the light curve starts
decaying until ts, when the flux starts rising again during the spherical phase up
to the time when Tobs drops to the observed frequency (not seen here because we
cut the light curves at Tobs = 104 K, see below). In the nonthermal breakouts,
the flux is strongly suppressed before ts since the temperature is very high (much
higher than the optical). Then it rises very sharply up to t1, when it falls into
thermal equilibrium. At t2 the flux joins the evolution of the thermal breakouts.
Thus, in the nonthermal breakouts the flux is rising continuously until the time
that Tobs drops to the observed frequency. We present light curves up to the
point that Tobs = 104 K, since this is roughly the point where recombination,
which is neglected in our model, becomes important.
(A color version of this figure is available in the online journal.)

spherical explosion). Note that unlike the bolometric luminosity,
here there is no plateau between t0 and R∗/c since the temper-
ature is above the observed band at this time. Thus, t0 cannot
be easily recovered from optical/UV light curves. The temper-
ature remains above both the optical and the FUV bands during
the planar phase and both light curves decay slowly. During the
spherical phase, the luminosity drops more slowly while Tobs
drops faster, as a result a break in the light curve is observed
at t ≈ ts and the optical flux starts rising. It peaks once Tobs
drops into the observed frequency range. The optical peak takes
place after about two weeks. At that point the temperature is
low enough so recombination, which we neglected, begins to be
important. Therefore, we terminate the light curve in the figures
at earlier time when Tobs = 1 eV.

The X-ray light curve is depicted in Figure 5. TRSG(t0) is
below the X-ray range and therefore only the initial pulse may
be observed in soft X-rays. We assume here that the spectrum
of the photons in the breakout layer is thermal, which implies
that the initial X-ray pulse is very soft as the X-ray probes the
exponential tail of the spectrum. Nevertheless, the energy in the
soft X-ray flash from an RSG breakout is ∼3 × 1046 erg, which
may be detectable to a substantial distance (possibly larger than
that of a WR breakout X-ray flash).
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3kTobs ≈ FUV

RSG
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Figure 4. FUV (νFUV = 2 × 1015 Hz) light curve in absolute AB magnitude,
following the shock breakout from RSG (solid line), BSG in thermal equilibrium
(thick dashed line) and out of thermal equilibrium during the breakout (thin
dashed line), and WR (dash-dotted line). The parameters and assumption are
the same as in Figure 3. The light curves’ evolution is similar to optical ones,
with the difference that the second peak in the flux is observed earlier, once Tobs
get into the FUV range.
(A color version of this figure is available in the online journal.)
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Figure 5. Total luminosity at frequencies >0.2 keV (thick lines) and >0.5 keV
(thin lines) following the shock breakout from RSG (solid lines), BSG in thermal
equilibrium (dashed lines), and WR (dash-dotted lines) stars. The parameters
and assumption are the same as in Figure 3. The depicted luminosity is the
bolometric one, at t < R∗/c in the WR and BSG cases, showing the light curve
of the initial pulse in the case of a spherical explosion. The luminosity rises
until t0 when it becomes almost constant. The decay of the initial pulse starts at
R∗/c.
(A color version of this figure is available in the online journal.)

Note that our analysis is appropriate only for RSGs with
a density profile that drops sharply with d near the edge, so
the shock is accelerating before breakout. Our analysis also
assumes that the width of the breakout shell is much smaller than
the stellar radius (d0 ≪ R∗). Stellar structure models such as
those calculated by Gezari et al. (2008), using the KEPLER code
(Weaver et al. 1978) and three-dimensional hydrodynamics code

Nakar & Sari (2010)

0.3 day30 min 1 day

Mv=-15
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The discussion above is focused on the bolometric luminosity.
For observations at frequencies lower than the initial typical
energy given by Tobs,0, the rise time will be longer than t0
(assuming t0 < R∗/c). Depending on thermal equilibrium, it
is either R∗/c or the time that the typical temperature falls into
the observed frequency window (see, e.g., Figures 3 and 4).

3.1.2. Winds

WR progenitors are surrounded by the thick stellar wind
ejected during the WR phase. The optical depth of a wind is
gained mostly close to its source, between R∗ and 2R∗. Typical
WR winds are mildly optically thick, with optical depth that
can be as high as τw ∼ 1–10 once the wind is fully ionized
by the precursor of the breakout emission (Li 2007). If the
wind is very thick, τw ≫ c/vsh the radiation-dominated shock
would propagate in the wind as well and it should be treated
in a similar way to our discussion in the previous sections. If
1 ! τw ! c/vsh then photons diffuse through the wind without
generating a radiative dominated shock. The energy output of
the shock breakout is not affected but the arrival time of the
photons to the observer is smeared over τwR∗/c. The pulse rise
and decay times are both τwR∗/c. The information about t0 is
lost and so is the ability to measure R∗ directly.

3.2. Spectrum

3.2.1. Light Travel Time

If light travel time shapes the initial pulse, then at first, t ∼ t0,
the spectrum is dominated by the emission from the shock front
which is propagating in a decreasing optical depth during the
breakout. The typical observed photon frequency is therefore
Tobs,0. As time evolves, t0 < t < R∗/c, the spectrum broadens
to include lower frequencies as well. During this time high-
frequency breakout photons, Tobs,0, continue to arrive from
areas with longer travel time while lower frequency photons
from the expanding gas are arriving from areas with shorter
travel time. Ignoring light travel time effects we derived Tobs =
Tobs,0(t/t0)−α , (1/3 < α < 2/3), while L = L0(t/t0)−4/3 (see
Equations (17) and (4)). Thus, the spectrum of the initial pulse
broadens in time to form a power law,

Fν ∝ ν
1

3α
−1, (28)

over a frequency range that grows with time. Its upper frequency
corresponds to the initial temperature Tobs,0 while the lower
end of the power law corresponds to the current (nondelayed)
temperature Tobs,0(t/t0)−α . The integrated spectrum of the
initial pulse will show this power law over a frequency range
kTobs,0(ct0/R∗)α < hν < kTobs,0.

3.2.2. Wind

In the case of a mildly opaque wind (1 ! τw ! c/v)
photons spend a time τR∗/c diffusing through the wind, thereby
erasing all the temporal details on shorter timescales. As a
result, the observed spectrum is given by Fν ∝ ν

1
3α

−1 over
the frequency range kTobs,0(ct0/τwR∗)α < hν < kTobs,0 right
from the beginning.

Compton and inverse Compton scattering in the wind may
also modify the photon’s energy. However, the number of
collisions per photon is τ 2

w, and the number of collisions
needed to significantly change a photon energy is mec

2/kT .
Since the winds we are dealing with have moderate optical
depth and our temperature calculations are applicable to cases

where T ! 50 keV, scattering within the wind cannot make a
significant change to the energy of such photons. Therefore, this
effect is not very important in the temperature range that we can
calculate.

4. EARLY SNe LIGHT CURVES FROM VARIOUS
PROGENITORS

Below we present early light curves (luminosity and spec-
trum) for different SN progenitors. We consider different pro-
genitors of core-collapse SN: RSG, BSG, and WR stars. We also
discuss the effect of deviation from thermal equilibrium on the
signal that follows the shock breakout of type Ia SN presented in
Piro et al. (2010). The light curves are derived according to the
results presented in previous sections, assuming that free–free is
the dominant emission and absorption process, and the proper-
ties of the breakout shell given in Appendix A. The light curves
strongly depend on whether the breakout emission is in thermal
equilibrium. Figure 2 depicts the criterion for equilibrium of
different progenitors.

4.1. Red Supergiant

RSG is the progenitor of several members of the type II SN
family. It has a convective envelope and its structure can be
approximated using n = 1.5. We assume a hydrogen envelope
with cosmic abundances so the scattering cross section per unit
of mass is κ = 0.34 cm2 g−1 (the dependence on κ is weak).
We consider a typical radius of 500 R⊙ (a light-crossing time of
about 20 minutes) and a typical mass of M∗ = 15 M⊙. Following
the initial pulse, the luminosity evolves as

LRSG =
{

1044 erg s−1M−0.37
15 R2.46

500 E0.3
51 t

−4/3
hr t < ts

3 × 1042 erg s−1M−0.87
15 R500E

0.96
51 t−0.17

d t > ts,
(29)

where Rx = R∗/xR⊙, Mx = M∗/xM⊙, Ex = E/10xerg,
and thr (td) is time in units of hours (days). E here is the
explosion energy, not to be confused with the internal energy
in the expanding shells. The transition between the planar and
spherical phases takes place around

ts = 14 hr M0.43
15 R1.26

500 E−0.56
51 . (30)

The value of the thermal coupling parameter at the breakout is
η0 = 0.06M−1.72

15 R−0.76
500 E2.16

51 . Therefore, the observed temper-
ature is determined at the outermost shell which is in thermal
equilibrium8 and it is given by Equations (17) and (19):

TRSG =
{

10 eVM−0.22
15 R0.12

500 E0.23
51 t−0.36

hr t < ts

3 eVM−0.13
15 R0.38

500 E0.11
51 t−0.56

d ts < t.
(31)

The ratio of the diffusion time of the breakout layer and
the star light-crossing time is ct0/R∗ = 0.25M0.21

15 R1.16
500 E−0.79

51 ,
implying that if the explosion is spherical the initial pulse
has a rather well-defined observed temperature of T0,RSG ≈
25 eVM−0.3

15 R−0.65
500 E0.5

51 and its rise time and duration are not too
different.

Typical optical and FUV light curves are depicted in Figures 3
and 4. The initial rise time in both bands is R∗/c (assuming a

8 In extreme cases (e.g., very energetic explosion with E51 > 5), η0 may be
larger than unity and the light curve would show a similar evolution to the one
discussed in the context of BSG out of thermal equilibrium (see below).
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The discussion above is focused on the bolometric luminosity.
For observations at frequencies lower than the initial typical
energy given by Tobs,0, the rise time will be longer than t0
(assuming t0 < R∗/c). Depending on thermal equilibrium, it
is either R∗/c or the time that the typical temperature falls into
the observed frequency window (see, e.g., Figures 3 and 4).

3.1.2. Winds

WR progenitors are surrounded by the thick stellar wind
ejected during the WR phase. The optical depth of a wind is
gained mostly close to its source, between R∗ and 2R∗. Typical
WR winds are mildly optically thick, with optical depth that
can be as high as τw ∼ 1–10 once the wind is fully ionized
by the precursor of the breakout emission (Li 2007). If the
wind is very thick, τw ≫ c/vsh the radiation-dominated shock
would propagate in the wind as well and it should be treated
in a similar way to our discussion in the previous sections. If
1 ! τw ! c/vsh then photons diffuse through the wind without
generating a radiative dominated shock. The energy output of
the shock breakout is not affected but the arrival time of the
photons to the observer is smeared over τwR∗/c. The pulse rise
and decay times are both τwR∗/c. The information about t0 is
lost and so is the ability to measure R∗ directly.

3.2. Spectrum

3.2.1. Light Travel Time

If light travel time shapes the initial pulse, then at first, t ∼ t0,
the spectrum is dominated by the emission from the shock front
which is propagating in a decreasing optical depth during the
breakout. The typical observed photon frequency is therefore
Tobs,0. As time evolves, t0 < t < R∗/c, the spectrum broadens
to include lower frequencies as well. During this time high-
frequency breakout photons, Tobs,0, continue to arrive from
areas with longer travel time while lower frequency photons
from the expanding gas are arriving from areas with shorter
travel time. Ignoring light travel time effects we derived Tobs =
Tobs,0(t/t0)−α , (1/3 < α < 2/3), while L = L0(t/t0)−4/3 (see
Equations (17) and (4)). Thus, the spectrum of the initial pulse
broadens in time to form a power law,

Fν ∝ ν
1

3α
−1, (28)

over a frequency range that grows with time. Its upper frequency
corresponds to the initial temperature Tobs,0 while the lower
end of the power law corresponds to the current (nondelayed)
temperature Tobs,0(t/t0)−α . The integrated spectrum of the
initial pulse will show this power law over a frequency range
kTobs,0(ct0/R∗)α < hν < kTobs,0.

3.2.2. Wind

In the case of a mildly opaque wind (1 ! τw ! c/v)
photons spend a time τR∗/c diffusing through the wind, thereby
erasing all the temporal details on shorter timescales. As a
result, the observed spectrum is given by Fν ∝ ν

1
3α

−1 over
the frequency range kTobs,0(ct0/τwR∗)α < hν < kTobs,0 right
from the beginning.

Compton and inverse Compton scattering in the wind may
also modify the photon’s energy. However, the number of
collisions per photon is τ 2

w, and the number of collisions
needed to significantly change a photon energy is mec

2/kT .
Since the winds we are dealing with have moderate optical
depth and our temperature calculations are applicable to cases

where T ! 50 keV, scattering within the wind cannot make a
significant change to the energy of such photons. Therefore, this
effect is not very important in the temperature range that we can
calculate.

4. EARLY SNe LIGHT CURVES FROM VARIOUS
PROGENITORS

Below we present early light curves (luminosity and spec-
trum) for different SN progenitors. We consider different pro-
genitors of core-collapse SN: RSG, BSG, and WR stars. We also
discuss the effect of deviation from thermal equilibrium on the
signal that follows the shock breakout of type Ia SN presented in
Piro et al. (2010). The light curves are derived according to the
results presented in previous sections, assuming that free–free is
the dominant emission and absorption process, and the proper-
ties of the breakout shell given in Appendix A. The light curves
strongly depend on whether the breakout emission is in thermal
equilibrium. Figure 2 depicts the criterion for equilibrium of
different progenitors.

4.1. Red Supergiant

RSG is the progenitor of several members of the type II SN
family. It has a convective envelope and its structure can be
approximated using n = 1.5. We assume a hydrogen envelope
with cosmic abundances so the scattering cross section per unit
of mass is κ = 0.34 cm2 g−1 (the dependence on κ is weak).
We consider a typical radius of 500 R⊙ (a light-crossing time of
about 20 minutes) and a typical mass of M∗ = 15 M⊙. Following
the initial pulse, the luminosity evolves as

LRSG =
{

1044 erg s−1M−0.37
15 R2.46

500 E0.3
51 t

−4/3
hr t < ts

3 × 1042 erg s−1M−0.87
15 R500E

0.96
51 t−0.17

d t > ts,
(29)

where Rx = R∗/xR⊙, Mx = M∗/xM⊙, Ex = E/10xerg,
and thr (td) is time in units of hours (days). E here is the
explosion energy, not to be confused with the internal energy
in the expanding shells. The transition between the planar and
spherical phases takes place around

ts = 14 hr M0.43
15 R1.26

500 E−0.56
51 . (30)

The value of the thermal coupling parameter at the breakout is
η0 = 0.06M−1.72

15 R−0.76
500 E2.16

51 . Therefore, the observed temper-
ature is determined at the outermost shell which is in thermal
equilibrium8 and it is given by Equations (17) and (19):

TRSG =
{

10 eVM−0.22
15 R0.12

500 E0.23
51 t−0.36

hr t < ts

3 eVM−0.13
15 R0.38

500 E0.11
51 t−0.56

d ts < t.
(31)

The ratio of the diffusion time of the breakout layer and
the star light-crossing time is ct0/R∗ = 0.25M0.21

15 R1.16
500 E−0.79

51 ,
implying that if the explosion is spherical the initial pulse
has a rather well-defined observed temperature of T0,RSG ≈
25 eVM−0.3

15 R−0.65
500 E0.5

51 and its rise time and duration are not too
different.

Typical optical and FUV light curves are depicted in Figures 3
and 4. The initial rise time in both bands is R∗/c (assuming a

8 In extreme cases (e.g., very energetic explosion with E51 > 5), η0 may be
larger than unity and the light curve would show a similar evolution to the one
discussed in the context of BSG out of thermal equilibrium (see below).
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Fig. 3.— Absolute bolometric (red) and multicolor LCs (green: FUV, blue: NUV, magenta: u′, cyan: g′, yellow: r′, and black: J) of
the models with (a) MMS = 13M⊙, Z = 0.02, E51 = 1, (b) MMS = 15M⊙, Z = 0.02, E51 = 1, (c) MMS = 18M⊙, Z = 0.02, E51 = 1,
(d) MMS = 20M⊙, Z = 0.02, E51 = 1, (e) MMS = 25M⊙, Z = 0.02, E51 = 1, (f) MMS = 30M⊙, Z = 0.02, E51 = 1, (g) MMS = 40M⊙,
Z = 0.02, E51 = 1, (h) MMS = 25M⊙, Z = 0.02, E51 = 4, (i) MMS = 25M⊙, Z = 0.02, E51 = 10, (j) MMS = 25M⊙, Z = 0.02, E51 = 20,
(k) MMS = 20M⊙, Z = 0.001, E51 = 1, (l) MMS = 20M⊙, Z = 0.004, E51 = 1, and (m) MMS = 20M⊙, Z = 0.05, E51 = 1.

describe the assumptions and procedures applied in
stella and the setup adopted in this paper.
stella solves the time-dependent equations implicitly

for the angular moments of intensity averaged over fixed
frequency bands and computes variable Eddington fac-
tors that fully take into account scattering and redshifts
for each frequency group in each mass zone. The γ-ray
transfer is calculated using a one-group approximation
for the nonlocal deposition of the energy of radioactive
nuclei; we follow Swartz et al. (1995; see also Jeffery
1998) and use a purely absorptive opacity for γ-ray. It is
worthy to note that the γ-ray transfer does not influence
the results in this paper because of no contribution to
shock breakout from the radioactive decays. In the equa-
tion of state, LTE ionizations and recombinations are
taken into account. The effect of line opacity is treated
as an expansion opacity according to the prescription of
Eastman & Pinto (1993; see also Blinnikov et al. 1998).

We adopt 100 frequency bins dividing logarithmically
from ν = 6×1013 Hz (λ = 5×104 Å) to 3×1018 Hz (1 Å);
such a number of frequency bins are enough to solve non-
equilibrium continuum radiation and treat any SEDs ac-
curately. We emphasize that there is no need to ascribe
any temperature to the radiation. The coupling of multi-
group radiation transfer with hydrodynamics enables us
to obtain the color temperature in a self-consistent cal-
culation, i.e., a luminosity-weighted blackbody fitting of
SED.
All previous computations with stella employed

the assumptions used in the code eddington
(Eastman & Pinto 1993) for bound-free transitions,
in which all atoms and ions, except for hydrogen, are
in ground states. Since new opacity tables for stella
will be released including excited levels in bound-free
absorption (E. Sorokina in prep.) and inner-shell photo-
ionization (P. Baklanov in prep.), we briefly examine

Tominaga+(2011)
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Fig. 1.— The Kepler light curves of KSN 2011a (top) and
KSN 2011d (bottom). The blue points are magnitudes estimated
from the standard Kepler 30-minute cadence while the large red
symbols show 1-day medians. The small symbols connected by a
line display the light curve of the proto-typical type IIP SN 1999gi
(Leonard et al. 2002) after correction to the redshift of the Ke-
pler events. The initial rise of KSN2011a is clearly faster than
KSN2011d based on the number of red points (1-day median) be-
fore maximum light.

ture are easier to detect than their smaller cousins. Still,
it may be that progenitors of SNIIP are more compact
than thought, or circumstellar interaction makes the rise
time appear shorter than expected.
Here, we present Kepler Space Telescope observations

of two SNIIP candidates. The light curves begin be-
fore explosion and were obtained with unprecedented 30-
minute cadence and good photometric precision. While
these Kepler observations have several advantages over
other studies of SNIIP, the red-sensitive Kepler band-
pass is not ideal for detecting shock breakout radiation.
Further, the way Kepler data was taken made it di�cult
to study transient events in “real time”, so little is known
about these supernovae other than their exquisite light
curves which are analyzed in their entirety by Tucker et
al. (2016).

2. OBSERVATIONS

While the primary goal of the Kepler Mission (Haas et
al. 2010) was to find and study extra-solar planets, it also
provided nearly continuous observations of many galax-
ies. Several Kepler guest observer projects monitored
about 500 galaxies at 30-min cadence to look for bright-
ness variations in their centers indicative of an active
galactic nucleus or to specifically search for supernovae.
Targets were selected from the 2MASS extended source
catalog (NASA/IPAC IRSA) and the NASA/IPAC Ex-
tragalactic Database (NED) . Typically, galaxies were
monitored for two to three years leading to the discov-
ery of three type Ia supernovae (Olling et al. 2015), one

probable type IIn event (Garnavich et al. 2016), and the
supernovae presented here. Unfortunately the timescale
for release of Kepler data meant that follow-up of the
events was not possible from ground-based observato-
ries. We did obtain spectra of the host galaxies which
provide redshifts of the supernovae and information on
the environment around the progenitors (Tucker et al.
2016).
On a timescale of minutes to hours, Kepler provides

photometric precision of a few parts in a million for
bright sources. However, on longer timescales, various
systematic e↵ects considerably reduce the precision of
the standard Kepler products. For example, the Kepler
observations were organized in three-month segments la-
beled quarters Q0 to Q16. Each quarter the spacecraft
rotated to keep the Sun on the Solar panels resulting in
the targets shifting to di↵erent detectors. About once per
month, the spacecraft goes through a pointing maneuver
to downlink the data to Earth. Significant sensitivity
variations in the pipeline light curves after re-pointing
maneuvers are removed through special processing. De-
tails of our Kepler reduction procedures can be found in
Olling et al. (2015); Shaya et al. (2015).

3. LIGHT CURVES

KSN 2011a was discovered in the galaxy KIC8480662
which is a bright 2MASS galaxy at a redshift of z = 0.051
(Tucker et al. 2016). The Kepler light curve shows a fast
rise, a broad maximum followed by a long plateau (see
Fig. 1). Finally there is a rapid decay followed by an
exponential decline. The light curve is characteristic of
SNIIP.
KSN 2011d was discovered in the galaxy KIC10649106

which is also a 2MASS cataloged galaxy at a redshift of
z = 0.087 (Tucker et al. 2016). Its light curve also shows
a fast rise, a broad maximum and then a slow decay
before falling o↵ the “plateau” after 130 days. KSN2011d
appears to fade faster on the plateau than KSN2011a,
but part of that can be attributed to the higher redshift
which means the bandpass contains bluer light that fades
more quickly in SNIIP. A detailed analysis of the full light
curves can be found in Tucker et al. (2016).
These Kepler supernovae light curves are very similar

to several well-observed SNIIP events such as SN1999em
(Suntze↵, private com.), SN1999gi (Leonard et al. 2002)
and SN2012aw (Bose et al. 2013). The Kepler super-
novae are at significantly higher redshifts than these lo-
cal events, so k-corrections are important, but there is
no color information for the Kepler events. Therefore,
we use the BV RI magnitudes of the nearby supernovae
to correct them to the Kepler observed frame.
For the nearby supernovae we create a spectral energy

distribution (SED) for each epoch observed in multiple
filters. Missing filters are interpolated from adjacent
epochs. The SEDs are corrected for Milky Way extinc-
tion using Schlafly & Finkbeiner (2011). The SED is
corrected to the redshift of the Kepler events, convolved
with the Kepler bandpass and the result is integrated to
give the total photon flux. The result is also reddened
to match the Milky Way extinction in the direction of
the Kepler supernova. Kepler magnitudes are in the AB
system, so the Kepler bandpass is convolved with a spec-
trum with constant F

⌫

= 3631 Jy and integrated to de-
termine the magnitude zeropoint.

Kepler Observation: KSN 2010d

• Kepler宇宙望遠鏡での30 min cadenceでの

観測(Garnavich+2016) 

• photometry (430-890nm FWHM) 

• 赤い側での観測なので、shock breakoutは

比較的暗い 

• 30 minごとのデータ点を2-3hoursでbinning

し直している 

• 280R◉ for KSN 2011a, 490R◉ for KSN 

2011d

Garnavich+(2016)

SN II-P Light Curves with Kepler 5

Fig. 4.— Left: The Kepler light curve of KSN2011d focused on the time expected for shock breakout. The blue dots are individual Kepler
measurements and the red symbols show 3.5-hour medians of the Kepler data. An errorbar at �1.5 days indicates the 3-� uncertainty
on the median points.The green line shows the best fit photospheric model light curve. The lower panel displays the residuals between
the observations and the model fit. The thick red line is a Gaussian smoothed residual light curve using a full-width at half-maxmimum
of two hours. The dashed red lines indicate 3� deviations of the Gaussian smoothed curve. The residual at the time expected for shock
breakout is more than 5� implying that the feature is unlikely to be a random fluctuation. Right: A simulated light curve created using
the statistical properties of the Kepler photometry and the best fit photospheric model. In addition, a Nakar & Sari (2010) shock breakout
model (light green line) for an explosion energy of 2 B and radius of 490 R� is compared with both the data and simulation.

photospheric model to zero flux predicts shock breakout
at t0 = 2455873.75± 0.05 BJD which corresponds to the
time of the largest deviation from the model.
When we subtract the best fit photosphere model for

KSN2011d there remains seven Kepler photometric ob-
servations within five hours of t0 that are 3� or more
above zero (lower panel in Fig. 4). To avoid bias that
might come from dividing the data into bins, we have
smoothed the light curve residuals using a Gaussian
with a full-width at half-maximum (FWHM) of 3 hours.
There is a clear 6� peak at the time expected for breakout
and we conclude that this is, indeed, the shock breakout
from KSN2011d. The shock breakout flux is 12% of the
peak flux of the supernova, corresponding to a Kepler
magnitude of 22.3±0.2 after correcting for Milky Way
extinction.
In the Nakar & Sari (2010) shock breakout model, the

initial rise is the result of di↵usion of the shock emis-
sion before the shock reaches the stellar surface and is
only of order five minutes. This is too short a time for
even the Kepler cadence, so the rise to shock breakout
is unresolved. After shock breakout the flux decay fol-
lows a t�4/3 power-law in time until the expanding pho-
tosphere dominates the luminosity. This decay is rela-
tively slow and allows the breakout to remain detectable
for several hours. From the Nakar & Sari (2010) formu-
lation, we can estimate the ratio between the peak flux
from the shock breakout, F

SB

, and the maximum photo-
spheric flux, F

max

, which we approximate as the bright-
ness 10 days after explosion. Using the ratio between
the shock peak and photosphere maximum is particu-
larly useful since it eliminates the uncertainty caused by
distance and dust extinction. In the rest-frame optical
(5500Å) the flux ratio is

F
SB

/F
max

= 0.25 M0.54
15 R0.73

500 E�0.64
51 (1)

where M15 is the progenitor mass in units of 15 M�, R500

is the progenitor radius in units of 500 R�, and E51 is
the explosion energy in units of 1051 erg. So we expect
the shock breakout in a typical RSG to peak at about
25% of visual brightness of the supernova at maximum.
Applying the Nakar & Sari (2010) model to KSN2011d

(radius of 490 R�, energy of 2 B and a progenitor mass of
15 M�), predicts a breakout temperature of 2⇥105 �K,
and equation 1 gives F

SB

/F
max

= 0.16, meaning the
shock should be 2 mag fainter in the optical than the
supernova at maximum. The Kepler 30 minute cadence
will smooth the sharp peak of the breakout and lower
the maximum by 20% so we expect the ratio to be
F
SB

/F
max

= 0.13. The excess flux seen in Fig. 4 peaks
at a relative flux of 0.12±0.2 and is consistent with the
Nakar & Sari (2010) prediction.
We use a blackbody spectrum to extrapolate the shock

breakout flux down to the optical and this is likely a poor
approximation. So it is surprising that the semi-analytic
model of Nakar & Sari (2010) works so well in matching
the observed breakout. Tominaga et al. (2011) calcu-
lated realistic spectra at breakout for a variety of RSG
models. While color temperatures and integrated lumi-
nosities varied greatly, the peak optical flux at break-
out was fairly consistent: between 2 ⇥ 1037 to 1⇥1038

erg s�1 Å�1, corresponding to absolute magnitudes be-
tween �14.2 and �15.9 mag. The Tominaga et al. (2011)
model for a 15 M�, 1 B and 500 R� RSG predicts a peak
at M

Kp

= �14.4 9 mag. Doubling the explosion energy
would brighten the breakout by about 0.2 mag, yield-
ing a luminosity of M

Kp

= �14.6 mag. The observed
shock breakout from KSN2011d is M

Kp

= �15.6 ± 0.3
mag (after correction for Milky Way extinction; assum-

9 Kp⇡ 0.2g + 0.8r where g and r are SDSS magnitudes (Kepler
Calibration webpage)
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and use this information to derive the limiting magnitude at a
given airmass. However, this led to a significant overerestima-
tion of the limitingmagnitudes. Instead, in the modified
version of the ETCs, we assume that the FWHM scales as

-zcos 3 5( ) , where z is the zenithal angle, that the sky emission
scales linearly with airmass and that the atmospheric extinction
increases exponentially with airmass to derive the limiting
magnitude at a given airmass. A Python version of our
modified ETC can be found at https://github.com/fforster/
HiTS-public.

The relation between m50, FWHM, and airmass is shown in
Figure 10. The expected relation between m50 and FWHM for
constant seeings of 0 75 (dotted–dashed gray line) and 1 0
(continuous gray line) in the r band are shown, scaled to the u
or g bands and using a range of airmasses (between 1.0 and 1.6
for 2013A and between 1.1 and 1.9 for 14A and 15A) to derive
the FWHMs, where we also assume an additional 0 63
DECam instrumental seeing. We use a fixed sky brightness of
22.6 mag arcsec−2 in the u band for 13A and 22 mag arcsec−2

in the g band for 14A and 15A, scaled linearly with airmass (in
physical units) with the modified ETC v6. With the modified
ETCs, we expect that for the typical range of airmasses the
limiting magnitudes can vary as much as 1.1 mag. Thus, the
upper-left areas of Figure 10 can be explained by an airmass

effect, but the bottom-right areas are mostly due to changing
observing conditions, including the appearance of clouds in
some of the observing nights.
The previous efficiencies are based on single epoch

measurements on full DECam mosaics, but our detections are
based on image differences. To account for the additional loss
of efficiency due to image differencing, we injected artificial
stars and studied their S/Ns at injection and after recovery,
concluding that the effect was typically a decrease in the S/N
of up to 2 , which would be expected when subtracting two
images with the same noise level, or a shift in the efficiency
versus magnitude relation of up to »2.5 log 2 0.3810 ( ) mag.
This is because we did not use deep templates for image
subtraction, but used the first observation at a given band that
approached the lowest airmass values achievable (about 1.05 in
13A and 1.2 in 14A/15A, see Figure 8) of the first
night,which had photometric conditions (second observation
in the main band for the three campaigns), effectively
amplifying the noise by up to 2 since the images are
dominated by sky shot noise. Therefore, we shifted our
efficiency-magnitude relations by 0.38 mag to account for the
effect of image differences, but also used the original unshifted
relation as the best-case scenario in what follows.

Figure 9. Best-fitting 50% completeness magnitudes (m50) for the 13A (a), 14A (b), and 15A (c) survey campaigns and the 5σ limiting magnitudes reported by the
ETCs v5 and v6 modified to include the effect of airmass as a function of observation number. We use observation number instead of time to avoid having data points
too clustered to accommodate the daily gaps. See the text for more details.
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from that of the total luminosity. While the total luminosity
generally declines monotonically after SBO, the NUV and
optical luminosity can decline and then rise again for several
days up to maximum optical light (e.g., Schawinski et al. 2008;
Tominaga et al. 2011).

The adiabatic approximation will be valid preferentially in
the denser inner layers, as the outer layers become dominated
by radiative diffusion with time. The radius where this
transition occurs is known as the diffusion wave radius, which
can be estimated by equating the star’s radiation diffusion time
with the time since explosion. In those stars, where radiative
diffusion is negligible during this phase, with initial radii of
Rå�100 Re, the product of �

-R E Min
0.91

ej
0.40 can be constrained

by the luminosity evolution, where Rå is the stellar radius, Ein is
the explosion energy and Mej is the mass of the ejecta
(Chevalier 1992).

As radiative diffusion becomes important, the ionized He
and H envelope can recombine in a wave thatsweeps over the
star inwards in mass coordinates, dominating the luminosity
evolution in the plateau phase. The time when this transition
occurs depends on the envelope mass and its structure, but it
will usually start a few days after explosion (Chevalier 1992).
The luminosity during this phase can evolve relatively slowly
for a few months (see, e.g., Arcavi et al. 2012; Anderson
et al. 2014a), depending on the explosion energy, ejected mass,
initial radius, and composition (see,e.g., Popov 1993; Kasen &
Woosley 2009), and will be followed by an exponentially
decaying radioactive tail phase of evolution explained by the
presence of newly synthesized 56Ni. A schematic representa-
tion of the previous phases of evolution is shown in Figure 1.

3. SURVEY DESIGN

Designing a real-time survey to look for SN SBOs can be
seen as an optimization problem where the objective function is
the total number of events to be detected. The constraints are
that the cadence should be similar to the typical timescale of
SN SBOs (of the order of an hour), that the time between
observations cannot be shorter than what can be processed in a
steady state with the available computational resources, and for
our purposes that the events cannot be located at distances
thatare too large in order to facilitate follow-up with other
astronomical instruments.

Unambiguous SBO detections should ideally bemade in
observational triplets with a timescale comparable to the typical
timescale of RSG SBOs, each composed of a non-detection,
detection, and non-detection/confirmation; as long as the
position of the candidate coincides with the position of a

subsequent SN explosion to discard other variable sources.
Triplets can be more efficiently obtained with a high cadence,
full night strategy: five epochs in a night contain three triplets
with the same cadence, but three epochs in a night contain only
one triplet. However, requiring too many epochs per night per
field with a cadence of the order of an hour can limit the area in
the sky, which can be efficiently observed due to airmass
constraints depending on the latitude of the observatory. The
SBOs and subsequent SNe can both beobserved during the
high cadence phase if it spans several nights, which should
ideally relax into a low-cadence follow-up phase for several
months to extract physical parameters from the SN light-curve
plateau evolution.
Most observational parameters are correlated and affect the

objective function of the optimization problem. The faster the
cadence, the smaller the survey area. Shorter individual
exposure times for a fixed cadence result in a larger survey
area, but in a shallower survey with a larger fraction of
overhead time, affecting the total volume of the survey in a
non-obvious way depending on the telescope being used.
Multiwavelength high cadence observations result in longer
overhead times and slower cadences in a given band for a
fixed area.
In this section,we will focus on the optimization of the

initial high cadence phase, introducing two figures of merit
used for this purpose.

3.1. Survey Instrument and Cadence

The most relevant variable characterizing the discovery
potential of a survey telescope is the etendue—the product of
the telescope’s collecting area and the camera’s field of view.
Similarly, the data analysis challenges of a real-time survey are
best characterized by the data acquisition rate, given by the
ratio between the camera’s image size and the typical exposure
time plus overheads. A summary of some large-field-of-view
cameras mounted in large collecting area telescopes is shown in

Figure 1. Schematic representation of the optical light curve of a red supergiant
core collapse supernova in arbitrary units (c.f.Figure1 in Garnavich
et al. 2016). Note that the wind SBO optical flux depends on the properties
of the circumstellar material and may not always be dominant at early times.

Table 1
Selection of Large-field-of-view (FOV) Optical Astronomical Cameras

Camera Area Field of View Etendue Pixels
(m2) (deg2) (m2 deg2) (Mpix)

Kepler 0.7 115 81.5 94.6a

HSCb 52.8 1.5 79.2 870
DECam 11.3 3.0 33.9 520
PanSTARRS-1c 2.5 7.0 17.5 1400
iPTFd 1.1 7.8 8.6 92
SkyMapper 1.4 5.7 8.2 256
KMTNete 2.0 4.0 8. 340
QUESTf 0.8 8.3 6.5 40.3
LSSTg 35.7 9.6 344.2 3200
ZTFh 1.1 47 51.7 576

Notes. The collecting area, FOV, etendue (product of area and FOV) and
number of pixels of each survey telescope are given. All listed cameras are
already operational, except for LSST and ZFT.
a Limited bandwidth requires pre-selection of pixels.
b Hyper Suprime Camera.
c Panoramic Survey Telescope and Rapid Response System.
d Intermediate Palomar Transient Facility.
e Koren Microlensing Telescope Network.
f Quasar Equatorial Survey Team.
g Large Synoptic Survey Telescope.
h Zwicky Telescope Facility.
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SN candidates apparently younger than one day after shock
emergence appear to show initially faster than expected rise
times (seeGonzález-Gaitán et al. 2015; Garnavich et al. 2016;
Tanaka et al. 2016), which suggests that the evolution of SN II
light curves during the first days may not be explained by
standard assumptions about their CSM.

6. SUMMARY

The first results of the HiTS search for SN SBOs were
presented. With the current calibration scheme and data
analysis pipeline,we see no clear evidence for RSG SBO
optical early-time optical peaks in light curves resembling SNe
II (with an S/N>5). Based on a joint analysis of the three
observational campaigns with our empirically derived limit-
ingmagnitudes, we conclude that ensembles of explosion
models assuming a Salpeter-like IMF with an upper mass limit
of either 16.5 or 30Me (M16.5 or M30 distributions,
respectively) cannot be excluded for the Tominaga et al.
(2011) models, but can be marginally excluded for the Nakar &
Sari (2010) models (see Table 4). This result should be taken
with caution given all the uncertainties associated to the
distribution of SN II progenitor properties.

HiTS run in the optical using the DECam during the 13A,
14A, and 15A survey campaigns. The survey strategy could be
described as several contiguous nights (4 nights in 13A, 5
nights in 14A, and 6 nights in 15A) of high cadence (2 hr in
13A and 14A and 1.6 hr in 15A), monochromatic (u band in
13A and g band in 14A and 15A), untargeted, varying airmass
observations towarda large area of the sky (120 deg2 in 13A
and 14A and 150 deg2 in 15A) with single epoch depths
between 23 and 24.5 mag.

In March of 2013, a pilot phase of the survey was performed,
with data being analyzed after the observation run had finished.
In March of 2014, we performed the data processing and
candidate filtering in real-time, the first real-time analysis of
DECam data to our knowledge, though with very simple
visualization tools,which delayed our reaction capability by a
few hours. In 2015 February, we achieved the full data
analysis, candidate filtering, and visualization process in real-
time thanks to significant improvements in our visualization
tools, which highlights the importance of fast visualization for
real-time surveys. We processed more than 1012 pixels in a

stream of 40Mbps, which after processing resulted in a stream
of about 3 new candidates per minute, 5–6 minutes after every
exposure. As a result, more than 120 SN candidates were
detected in total in real-time.
We computed empirical 50% completeness magnitudes

analyzing deep stacked DECam images in relation to the
individual epochs of the survey. The depth of the survey varied
within each night typically by more than one magnitude as the
observations had to be performed at varying airmasses in order
to achieve the required cadence during the full night. We
compared these values with the predictions of the public ETCs
versions 5 and 6 (v5 and v6, respectively), which we modified
to include the effect of airmass. We validated our modified
ETCs studying the relation between these limiting magnitudes
with the observed FWHM and airmasses. The elusive SBOs
may have been detected if the actual survey depth had matched
the initial limiting-magnitude estimations. However, the survey
depth was overestimated due to several factors: an overly
optimistic ETC available at the time (ETC v5), a stronger than
expected airmass effect, worse than planned observing
conditions and errors introduced by the image difference
process.
During survey design, we used two figures of merit to

determine the quality of an observational strategy, both defined
in Section 3.4: (1) the number of SBO optical peak detections
and (2) the number of SNe detected at least twice during the
first rest-frame day after shock emergence. We have shown that
an SBO optical peak detection is much harder to obtain than a
double detection of the SN within the first rest-frame day. An
obvious consequence is that an example of (2) does not mean
that the SBO optical peak should have been seen in the data,
which may explain why we have not seen optical SBO peaks in
some data sets (see, e.g., Khazov et al. 2016).
Using the empirical limitingmagnitudes with the models

described in this analysis (from Nakar & Sari 2010; Tominaga
et al. 2011), we evaluated these two figures of merit and found
that the number of predicted events was most sensitive to the
upper mass limit of the SN II IMF distribution. An upper mass
limit of 30 Me would lead to about four times more SBO
detections than an upper mass limit of 16.5Me, and about
twice the number of SNe younger than one day after shock
emergence with at least two detections. The number of SNe
detected twice during the first day after shock emergence
appears to be even more sensitive to the explosion energy,
varying by as much as the energy variation factor in the models
tested.
An important consequence of marginally favoring the

relatively dimmer and shorter-lived SBO optical peaks from
the Tominaga et al. (2011) models is that, with our typical
cadences, a real-time detection of an SBO will be unlikely to
happen fast enough to react and observe it with other
instruments. We expect more than 82% of our SBO detections
to have only one detection before the end of the SBO optical
peak with these models, thus we rely on the subsequent early
rising SN light for their online identification. In fact, for the
shock cooling SN light curve to rise to at least half a magnitude
below the SBO optical peak maximum it takes typically more
than half a day according to the more realistic Tominaga et al.
(2011) models (see Figure 3), making the identification of SNe
within a few hours of shock emergence incredibly challenging.
This highlights the importance of having continuous high
cadence observations during several nights followed by low-

Table 4
SBO Non-detection Probabilities for the Combined 13A, 14A, and 15A HITS
Campaigns Assuming the SBO Models from Tominaga et al. (2011) and Nakar
& Sari (2010) and different SN II IMF Distributions (see Figure 15) with an
Optimistic Image Subtraction Depth (Negligible Noise in the Referece) and a

Conservative Image Subtraction Depth (0.38 mag Difference)

SBO Models

Tominaga
et al. (2011) Nakar & Sari (2010)

IMF dist. min max min max

M16.5 0.40 0.60 0.003 0.04
M30 0.05 0.21 10−7 10−4

RSGMW 0.01 0.16 10−11 10−5

RSGMC 0.03 0.09 10−9 10−6

13 Me 0.15 0.36 0.01 0.06
15 Me 0.34 0.54 0.03 0.14
20 Me 0.01 0.06 10−12 10−7

25 Me 10−14 10−8 10−36 10−19

Note. Bold values are values less than or equal to 0.05.
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models from Tominaga et al. (2011) to study the number of
SNe II expected to be detected twice during their rise
(becauseour template images were taken at the beginning of
each run, we should only detect rising SNe) and found that we
expect about 80 and 130 SNe II for the M16.5 and M30
distributions, respectively. Because these numbers are derived
using anSN efficiency computed from actual observations
(Strolger et al. 2015), this suggests that the total number of
events we detect is roughly consistent with the observed rate of
SNe within the relevant redshift range. Considering a
contribution from other SN types (which will be the subject
of future publications) and model uncertainties, this also
suggests that the presence of other types of transients is not
required to explain the number of detected events in our
sample, and may even suggest a preference for the M16.5

distribution. We will present a catalogof calibrated light curves
thatwill include follow-up resources other than DECam in a
future publication, including host galaxy redshifts and post-SN
images for the most interesting candidates. Interestingly, the

Figure 13. Cumulative number of predicted SN detections during SBO optical peak (a) or at least twice during the first rest-frame day after shock emergence (b) as a
function of redshift for the combined 13A, 14A, and 15A survey campaigns assuming the M30 distribution and the Tominaga et al. (2011) models. We show the
cumulative number of SNe obtained with the empirical probability of detection P(m) and a perfect subtraction (the sum of the thickblacklines in Figure 12), but
separating the contributions of each IMF-weighted explosion model as explained in Section 3.4.

Figure 14. Predicted cumulative number of SNe that should have been detected
during SBO optical peak in the combined 13A, 14A, and 15A campaigns
assuming the M16.5 or M30 distributions described in Section 3.4 for the
selected models from Tominaga et al. (2011), assuming the empirical detection
probabilities, P(m), and including the effect of the difference imaging as in
previous figures. The horizontal dotted gray line indicates the expected number
of events from which there is less than a 5% chance of having no detections.

Figure 15. Total number of expected SBO peak detections in the combined
13A, 14A, and 15A campaigns assuming the empirical detections probabilities,
P(m), different SN II IMF distributions and the models from Tominaga et al.
(2011) and Nakar & Sari (2010). The vertical lines range from the case where
the difference imaging introduces a negligible amount of additional noise to the
case where it increases the noise by 2 , as done in previous sections. We
assume the Salpeter-like M16.5 and M30 distributions, as well as IMF
distributions representative of observed RSG stars in the Milky Way and
Magellanic clouds (see Section 3.4), and show for reference the (non-physical)
case that all SBOs resemble those produced by each of the selected models of a
given mass (using weights of 0.524 for the given model and zero for the rest).
The horizontal dotted and continuous gray lines indicate the expected number
of events from which there is less than 5% and 1% probability of having no
detections, respectively. We can marginally reject the brighter and longer-lived
Nakar & Sari (2010) models under reasonable IMF distributions. We cannot
reject the Tominaga et al. (2011) models under any reasonable IMF
distribution, though we marginally reject that most SBOs resemble those
produced by the more massive 20 and 25 Me models. See Table 4 for
corresponding non-detection probabilities.
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Figure 4. Bolometric LCs of models with different mass-loss rates.
The models shown are s15w2r20m1e3 (10−1 M⊙ yr−1), s15w2r20m2e3
(10−2 M⊙ yr−1), s15w2r20m3e3 (10−3 M⊙ yr−1) and s15w2r20m4e3
(10−4 M⊙ yr−1). The bolometric LC of model s15e3 (no CSM) is also
shown for comparison.

Figure 5. Evolution of photospheric velocity of models s15w2r20m2e3,
s15w2r20m3e3 and s15e3. The photosphere is defined as the location where
the Rosseland optical depth becomes 2/3. The observed Hα line velocity of
SN 2009kf is also plotted in the figure. The explosion date of SN 2009kf is
set as the same as in Fig. 16.

the photosphere reaches the shell between the SN ejecta and the
CSM (Fig. 6). The photosphere then moves into the SN ejecta at
∼25 days.

All the LCs affected by the CSM have round shapes at first
(Fig. 4). We briefly discuss why this round phase appears. As our
models have τCSM > 1, photons cannot escape freely from the
CSM. In addition, our models satisfy the following condition when
the shock wave is propagating in the CSM:

τs =
∫ R

Rs

κ(r)ρ(r) dr <
c

vs
, (3)

where Rs is the radius of the shock wave and vs is the shock velocity.
Therefore, photons can diffuse out from the shock wave and a
precursor wave propagates ahead of the shock wave (see the left
panels of Fig. 6). As the shock velocity is typically ≃109 cm s−1

when the shock wave reaches R0, c/vs is typically ∼10 at that time.
Thus, photons in the models with

ρ(R0) ! 6 × 10−13 g cm−3 (4)

start to leak photons from the shock wave just after the shock wave
reaches R0. The other models satisfy equation (3) when the shock
wave propagates in the CSM, because the deceleration of the shock
wave makes c/vs higher and the propagation of the shock wave
reduces τ s. Once equation (3) is satisfied, photons start to leak out
from the shock wave and this phenomenon is usually observed as
shock breakout. However, since there is a dense CSM at the time
of shock breakout, photons diffuse out in the CSM and the shock
breakout signal become longer compared with explosions without
a CSM (see also Falk & Arnett 1973, 1977).

In addition, SN ejecta are decelerated by the dense CSM. The
dense CSM is massive and has the density structure ρ ∝ r−2 if it is
from steady mass loss. Thus, the shock wave between the SN ejecta
and CSM is decelerated and the kinetic energy of the SN ejecta is
converted to thermal energy, which is released as radiation energy.
As a result, SNe with a dense CSM emit more photons and become
brighter than those without a dense CSM. For further discussion,
see e.g. Chevalier & Irwin (2011). Comparing the radiation energy
emitted during early epochs (Tables 1 and 2), it is clear that the
effect of SN ejecta deceleration is the dominant radiation source
during the IPP. In other words, the round phase is not just due to the
elongation of the shock breakout signal seen in the models without
CSM (e.g. s15e3).

The difference in the rising times and durations of round LCs
during the IPP comes from the difference in diffusion time-scales
of the CSM (Fig. 4). The models with higher mass-loss rates have a
denser CSM and thus longer diffusion time-scales. This difference
due to diffusion time-scales can be clearly seen in Fig. 6. The
upper panels and the lower panels represent the same epoch of the
explosion with different CSM densities, i.e. different CSM diffusion
time-scales. As is indicated by the temperature waves in the CSM,
which are pushed by photon diffusion, photons in the CSM with
shorter diffusion time-scales diffuse out more quickly into the CSM.
Therefore, the rising times and durations of the round phase in
the IPP are shorter for models with smaller CSM diffusion time-
scales. Those differences are also discussed in Falk & Arnett (1973,
1977).

The round LC in the IPP is followed by a flat LC, which lasts
until the sudden drop in LC (between around 15 and 25 days in
s15w2r20m3e3). During this flat phase, the photosphere is located
at the dense shell between the SN ejecta and CSM. The photo-
spheric velocity does not change so much during the flat phase
(Fig. 5). After the CSM above the dense shell has become optically
thin, the photosphere remains at the dense shell until the temper-
ature and density of the shell become low enough to be optically
thin.

One of the clear characteristics of the LCs with CSM is the
sudden drop in the LCs. The time of this sudden drop corresponds
to the time at which the dense shell becomes optically thin and the
photosphere proceeds inward to the SN ejecta. This can also be
seen in the photospheric velocity evolution (Fig. 5). The brightness
can drop as low as the LC without CSM, because now the photons
are emitted from the SN ejecta and the physical conditions are
the same as those of SNe without a dense CSM. However, the
brightness is still slightly more luminous than the LC without CSM
for several days after the sudden drop. This could be because of the
extra heating due to the shock and/or deceleration of the SN ejecta
by the CSM, which makes the adiabatic cooling of SN ejecta less
efficient.

There are many differences between our models (RSG + CSM)
and RSGs with extended envelopes. First of all, it is difficult to have
RSGs extended to ∼1015 cm (Woosley et al. 2002). What is more,
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Figure 8. Density structures of pre-SN models with different radii. Models
with solid lines have mass-loss rate 10−2 M⊙ yr−1 and those with dashed
lines have 10−3 M⊙ yr−1. The pre-SN models are constructed by attaching
a CSM to the progenitor model s15.

Figure 9. Bolometric LCs of models with different CSM radii. The top
panel shows the LCs from models with mass-loss rate 10−2 M⊙ yr−1 and
the bottom panel shows those with 10−3 M⊙ yr−1. The bolometric LC of
model s15e3 is also shown for comparison.

released from the CSM surface in unit time, becomes lower for
models with larger CSM radii. The flat phase of the IPP is also
longer for models with the larger radius.

The multicolour LCs of the models with 10−2 M⊙ yr−1 are shown
in Fig. 10. Although s15w2r05m2e3 has the brightest peak bolo-
metric luminosity among the models, the NUV and UBVRI band
LCs of the model are the faintest. This is because the more compact
a CSM is, the hotter it becomes. The photosphere of the model
s15w2r05m2e3 is too hot during the IPP to emit radiation in the
NUV and UBVRI bands. The SEDs of the models at the bolometric
peak are shown in Fig. 11.

3.2.4 Dependence on density slope

The CSM density slope of ρ ∝ r−2 results from the steady flow
from the central progenitor. However, if mass loss is not steady then
the density slope does not necessarily have the density structure
ρ ∝ r−2 and can be shallower (α < 2) or steeper (α > 2). For
example, a shallower CSM density slope is suggested in the mod-
elling of the spectra of Type IIn SNe (e.g. Chugai et al. 2004). We
calculate the LCs with slope α = 1.5. As we are fixing the CSM
velocity, mass-loss rates should change with time to have the den-
sity slope α = 1.5. The CSM radius (2 × 1015 cm), the explosion
energy (3 × 1051 erg) and the progenitor inside (s15) are fixed in this
section. To see the effect of density slopes, we calculate the mod-
els with the same CSM masses as the models with density slope
α = 2, i.e. 6.5 M⊙ (s15w1.5r20m1), 0.65 M⊙ (s15w1.5r20m2),
0.065 M⊙ (s15w1.5r20m3) and 0.0065 M⊙ (s15w1.5r20m4). The
density structures of the pre-SN models are shown in Fig. 3.

Fig. 12 shows the bolometric LCs. The dependence on CSM mass
in the case α = 1.5 is similar to that of the case α = 2. Looking into
bolometric LCs with the same CSM mass, the LCs with α = 1.5 are
fainter until around the bolometric peak and then become brighter.
This is because in the case of α = 1.5, the CSM is denser outside
and thinner inside compared with the case of α = 2 (Fig. 3). Since
the kinetic energy is more efficiently converted to radiation energy
with a denser CSM, LCs from shallower CSM become brighter at
later epochs. Although the luminosity of LCs is affected by density
slopes, the durations of the round phase and the epochs of the sudden
drop in the case of α = 1.5 are similar to the case of α = 2 and are
not strongly affected by density slopes.

The multicolour LCs are similar to those shown in Fig. 7.
The NUV absolute Vega magnitudes become as bright as −22.8,
−21.7, −20.7 and −20.0 mag for models s15w1.5r20m1e3,
s15w1.5r20m2e3, s15w1.5r20m3e3 and s15w1.5r20m4e3, respec-
tively.

3.2.5 Dependence on explosion energy

In this section, we look into the effect of the explosion energy on
LCs. As a higher explosion energy leads to a higher kinetic energy
of the SN ejecta, the luminosities of LCs during the IPP are expected
to be higher for higher explosion energies. The fixed parameters in
this section are mass-loss rate (10−2 M⊙ yr−1), CSM radius (2 ×
1015 cm), density slope (α = 2) and progenitor (s15). The explosion
energies we adopt are 1 × 1051 erg (s15w2r20m2e1), 3 × 1051 erg
(s15w2r20m2e3), 5 × 1051 erg (s15w2r20m2e5) and 7 × 1051 erg
(s15w2r20m2e7). The density structure of the models in this section
is the same as that of the model s15w2r20m2 (Fig. 3).

Fig. 13 presents the bolometric LCs of explosions with different
explosion energies. As expected, the LCs become brighter with
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Figure 1 Top: A polynomial fit to the Palomar 48-inch r-band light curve of iPTF 13dqy

is used to estimate that the explosion occurred on 2013 Oct. 6.12; thus, this event was
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Figure 2 Early-time flash spectroscopy of iPTF 13dqy reveals flash-ionisation signatures

during the first 2 d after explosion. High-ionisation oxygen emission lines (O VI ��3811,
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Figure 13. Cumulative distribution of inferred radii for the golden samples
of SDSS-SN and SNLS together calculated from multiwavelength rise-
times, tend

rise , with models NS10 (solid grey) and RW11 (diagonal red). Vertical
dashed lines show the median radii for both models. The dashed cyan line
shows the distribution of RSG radii from the MW (Levesque et al. 2005) and
the dashed green line the distribution of RSG radii from the MC (Levesque
et al. 2006). Dotted lines are Salpeter IMF distributions of expected radii
assuming R ∼ 1.4M2.2 with initial masses of 8-30 M⊙. Median errors on
the radii are shown as horizontal bars in the right.

of our sample having longer radii than 1200 R⊙. These radii are
also confirmed qualitatively with the hydrodynamical models of
T09 (see Appendix A for non-LTE treatment). In Fig. 6, one can
see that their models of radii much larger than 500 R⊙ are ruled
out and in fact smaller radii of ∼100–400 R⊙ are favoured. Small
radii have been recently inferred through modelling of individual
subluminous SNe II like SN 2008in (126 R⊙; Roy et al. 2011) and
SN 2009N (287 R⊙; Takáts et al. 2014).

Typical RSG span radii of 100–1600 R⊙ (Levesque et al. 2005;
Arroyo-Torres et al. 2013) and interferometric studies confirm the
existence of some very extended nearby stars with more than
900 R⊙ (Haubois et al. 2009; Wittkowski et al. 2012). Accord-
ing to our findings, most SNe II are produced by RSGs with radii at
the lower end of this distribution. This is shown in Fig. 13, where
we present the distribution of RSG radii for the Milky Way (MW)
and Magellanic Clouds (MC; Levesque et al. 2005, 2006). These
were obtained with Stefan Boltzman’s law from the effective tem-
peratures and bolometric luminosities inferred with MARCS stel-
lar atmosphere models (see Gustafsson et al. 1975; Plez, Brett &
Nordlund 1992) applied on observed spectrophotometric data. The
distributions are inconsistent with the radii inferred from our SN
rise-time analysis (KS test of being drawn from the same popula-
tion of less than 10−5 and 10−15 for the MW and MC, respectively).
Since smaller stars are also less massive, one is tempted to associate
this observation with the seemingly lack of massive RSG progen-
itor of more than ∼18 M⊙ in pre-explosion images (Smartt et al.
2009). Fig. 14 shows RSG radii against the masses obtained from
the mass–luminosity relation for the MW and MC (Levesque et al.
2005, 2006). We include our 1σ (84 per cent) upper bounds on radii
for NS10 and RW11 models. They roughly correspond to upper
limits of 19 M⊙, consistent with the limits from pre-explosions
masses. This would be an independent confirmation of their result.

Nevertheless, the disagreement between our inferred radii and
the observed RSG from the MW could just be a result of the in-
completeness of their survey for which the smaller RSG are not

Figure 14. Radius versus mass for RSG in the MW and MC (Levesque
et al. 2005, 2006) and 84 per cent upper limits of our radius distribution with
NS10 and RW11 models as solid lines. Dashed lines are the approximate
mass correspondence for the MW.

all observed and are therefore missing in the distributions. Instead,
we can do a very basic comparison with the expectations of a stan-
dard Salpeter initial mass function (IMF) assuming all SNe II arise
from massive single stars between 8 and 30 M⊙ (the upper limit
has very little impact here). To obtain radii, we use a mass–radius
relation of R/R⊙ = 1.4(M/M⊙)2.2 from a log–log linear fit to the
MW RSG of Levesque et al. (2006). The resulting simplistic ra-
dius distributions of this IMF are shown in dotted lines in Fig. 13.
The normalization is obtained by fitting the IMF to the NS10 and
RW11 distributions. In this case, our inferred distributions are more
consistent with the simple IMF distributions, especially for RW11
(KS test of being drawn from the same population of 0.03–0.09 for
RW11 and 0.09–0.2 for NS10).

On the other hand, another possible reconciliation stems from
recent RSG observations extending to the IR which suggest that
they are hotter than previously thought (Davies et al. 2013), which
can result in a reduction by up to 30 per cent of the inferred RSG
radii (Dessart et al. 2013). Arbitrarily shifting the distributions of
RSG radii in the MW by this amount results in a population that
is more consistent with our inferred radii (KS test of being drawn
from the same population of 0.02–0.1). Furthermore, there are many
uncertainties regarding the stellar models used to obtain these radii,
in particular the mixing length can greatly affect the inferred radius
(e.g. Deng & Xiong 2001; Meynet et al. 2015). These difficulties
raise the question if RSG radii are systematically overestimated
and the distribution is more similar to what we find based on SN
rise-times.

Finally, metallicity can affect the rise-times through changes in
the pre-SN progenitor structure (Langer 1991; Chieffi et al. 2003;
Tominaga et al. 2011). Lower metallicity results in shorter radii:
according to models by Chieffi et al. (2003), a reduction from so-
lar metallicity Z = 0.02 to 0.001 reduces the pre-SN radius by
"R = 150–600 R⊙ for initial masses of 13–15 M⊙. This could
explain our findings but it would mean that most SN II are hosted in
low-metallicity environments which is not a general observation for
nearby targeted hosts (e.g. Anderson et al. 2010) but should be tested
for our sample. The distribution of RSGs in the low-metallicity MC
does not support this either, nor the longer rise-times found for the
SNLS, which at higher redshift is expected to have lower mean
metallicity.
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Table 4. Median and deviation on the median for the difference between
the rise-times, tend

rise , at different wavelengths respect to the effective wave-
length at rest-frame g band (4722 Å) for the SDSS-SN and SNLS silver
and golden samples.

Effective wavelength SDSS-SN SNLS
(Å) Silver Golden Silver Golden

3300 −0.8+1.1
−0.9 −0.7+0.8

−1.0 – –

3800 – – −1.0+2.0
−2.5 −0.7+2.8

−2.0

4200 −0.2+0.7
−0.9 −0.2+0.3

−0.6 – –

4700 – – 0.0+1.0
−1.1 0.1+1.2

−0.9

5600 0.6+1.5
−0.6 0.6+2.0

−0.5 0.7+2.1
−1.1 1.1+1.6

−1.5

6700 1.3+2.1
−1.3 1.8+1.7

−1.4 2.3+6.4
−3.3 2.7+7.8

−1.6

8200 3.5+2.4
−2.7 4.1+1.7

−1.6 – –

of progenitors with small radii (∼200 R⊙), on the other hand, are
more consistent with the differences between rise-times at differ-
ent wavelengths. Regardless, both analytical and hydrodynamical
models favour again small radii based on the rise-time differences
at varying wavelengths. We have compared the photospheric tem-
perature evolution of models with different radii and find that larger
pre-SN radii lead to a slower temperature evolution. The slower tem-
perature evolution results in later peaks at red wavelengths, leading
to a steeper dependence of rise-time with wavelength.

5.5 Power law

The power law of the rising light curves can provide important
information on the explosion physics of SNe (e.g. Piro & Nakar
2013). From the fits to equation (1) we can obtain the power-law
index n for SNe with sufficient early coverage. The result of the
fit is highly dependent on the range of epochs used in the fit. For
simplicity, we take data before half the maximum flux in a given
band. As the rise-time of SNe II is fast, this is only possible for
a small subset of SNe II. We obtain a median power index of
0.96+1.10

−0.77 for the SDSS-SN and 0.91+1.42
−0.59 for the SNLS, where the

upper and lower uncertainties represent the 1σ dispersion of the
distribution. Although most of the SNe that we can calculate this
for require data in the rise and are therefore biased to longer rise-
times, we do not find any evidence for a trend of the power law with
effective wavelength or rise-time duration, and this is confirmed
for the analytical and hydrodynamical models. Taking advantage
of the combined statistics of multiple light curves, we can make
aggregate light curves for SNe of a given rise-time duration to
calculate the power law. In Fig. 12, we add the light curves of 11
SNe with rise-times between 6.5 and 7.5 d to a common date of
explosion obtained through individual power-law fits. We can see
some scatter in the rise which may come from uncertainties in the
explosion dates of each SN. Nevertheless, we obtain consistently
low power-law indexes of !1.4 for several aggregate light curves
of different rise-time durations between 5 and 15 d.

We note that similar power-law fits to both, analytical and hy-
drodynamical models, also predict such shallow power laws. This
is not surprising: based on the analytical equations of NS10, Piro
& Nakar (2013) show that the UV and optical luminosity of a light
curve dominated by shock-heated cooling rises as t1.5. When a light
curve rises more steeply than this, it probably means that other ef-
fects such as radioactive heating or recombination have started to
play a role in the energy input. Given that most of our individual
SNe and all aggregate light curves have power-law indexes lower

Figure 12. Aggregate light curves of 11 SNe II from the SDSS-SN and
SNLS that have fitted power-law rise-times between 6.5 and 7.5 d. The solid
lines shows power laws of n = 1.5 (thick) and 1.0 (thin). The dotted line is
the hydrodynamical model by T09 with R = 200 R⊙ (with n = 1.3), while
the dashed and dot–dashed are the analytical models by NS10 and RW11
with R = 400 R⊙ (with n = 1.0 and 0.8, respectively).

than 1.5, this provides strong evidence that the early light curves of
most SNe II are powered by shock-heated cooling. For all models,
we see that the post-maximum slopes decline much faster than for
the observations. This will be further discussed in Section 5.7.

5.6 Inferred pre-explosion radii

If the dispersion in the rise-times found in previous sections is
real, the most plausible progenitor property in the analytical mod-
els that can account for this is radius (see Fig. 7). Pursuing this
assumption further, one can then use NS10 and RW11 to infer
radii based solely on the rise-time duration and keeping the other
parameters fixed at 15 M⊙ and 1 foe. Taking the multiple fit-
ted rise-times at different wavelengths of each SN weighted by
their error, we can then compare to the values measured for ana-
lytical models and obtain an optimal radius. The cumulative dis-
tribution of these radii for the golden samples of both SDSS-
SN and SNLS together are shown in Fig. 13 for the two mod-
els. The distributions predicted by NS10 and RW11 are consistent
(Kolmogorov–Smirnov, KS, test probability of being drawn from
the same population of 0.53) and the median radii are remarkably
similar: 323+442

−166 and 336+525
−199 R⊙ (385+603

−210 and 418+986
−253 R⊙ for

the silver samples). The uncertainties here quoted represent the
84 per cent dispersion range. If we perform a Monte Carlo sim-
ulation in which we measure new radii from simulated rise-times
based on the uncertainties and covariances, we find consistent mean
radii of all simulations of 338+407

−202 and 347+590
−280 R⊙ (395+610

−245 and
425+1248

−266 R⊙ for the silver samples) for each analytical model,
respectively.

We find that less than 5 per cent of the objects are consistent with
BSG progenitors powered exclusively by shock cooling of radii less
than 100 R⊙, although we are limited by the cadence of the surveys.
This is roughly in agreement with the 2 per cent fraction inferred
for SN 1987A events (Kleiser et al. 2011). On the other hand, some
objects having long rise-times have radii of several thousands R⊙.
As explained in Section 5.3 these objects probably have a different
powering source. If we do not take into account the identified pe-
culiar SNe with long rise-times, we also find less than 10 per cent
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Figure 7. Left: E/M derived from RW11 with 95% profile likelihood confidence intervals. Right: cumulative fraction of events below a given E/M, corrected and
uncorrected for Malmquist bias.

Figure 6. Top left: example RW11 best fit to PTF12bro. The values of the progenitor radius R, explosion energy per unit mass E M51 10, and error scaling factor CE are
displayed. Only filled symbols were included in the fit. Top right: the projection of 2c onto the R−E plane (at optimal explosion date t0 for each point). The contours
of 68%, 95%, and 99.7% confidence intervals are shown. Bottom left, right: best fit to PTF12bro and 2c contours including data where t 10- . Notice that including
later data reduces the probability for higher radii.
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Figure 7. Left: E/M derived from RW11 with 95% profile likelihood confidence intervals. Right: cumulative fraction of events below a given E/M, corrected and
uncorrected for Malmquist bias.

Figure 6. Top left: example RW11 best fit to PTF12bro. The values of the progenitor radius R, explosion energy per unit mass E M51 10, and error scaling factor CE are
displayed. Only filled symbols were included in the fit. Top right: the projection of 2c onto the R−E plane (at optimal explosion date t0 for each point). The contours
of 68%, 95%, and 99.7% confidence intervals are shown. Bottom left, right: best fit to PTF12bro and 2c contours including data where t 10- . Notice that including
later data reduces the probability for higher radii.
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