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Fig 2&3: Example of Gaussian Process. (left) A light curve of TIC 10863087 observed by TESS. (right) An example of 
interpolation with GP. The orange data are masked and interpolated using the remaining data. The uncertainties are 
indicated by the shaded area.

Background
Gaussian Process has been widely used to approximate a sequence of measurements.
The "smoothness" of the sequence is controlled via a kernel (correlation).
All the expectations can be provided from a Normal distribution when the kernel is fixed.
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GP provides a useful Bayesian solution, but choosing an appropriate kernel function remains a difficult task. 

Key point
Saad et al. (2023) proposed a novel method to optimize a GP kernel, where they introduce a binary tree (Fig. 1) 
to represent the structure of a kernel. A kernel is procedurally sampled from a prior distribution.

Fig. 1: Example of a kernel representation

They use a hybrid approach in optimization:

Boettener implemented Saad's algorithm in Python and presented some astrophysical applications.

Kernel structure:  Sqeuential Monte Carlo (population-based Monte Carlo method)
Kernel hyperparameters: Hamiltonian Monte Carlo (high performance MCMC)

The kernel structure and GP parameters are simultaneously optimized in a Bayesian framework.

a transit in a PLATO-like light curve / a transit on a varying baseline / transmission spectroscopy of HATS-46 b


