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O ABSTRACT

Abstract

The volume of data that will be produced by new-generation surveys requires auto-
matic classification methods to select and analvze sources. Indeed, this is the case
for the search for strong gravitational lenses,

We apply 68

a morphological classification method based on a Convolutional Neural

Network (CNN) i 255 square degrees of the

cone of the current-generation optical wide surveys. The

CNN is currently optimized to recognize lenses with Einstein radii > 1.4 arcsec, about

twice the r-band sceing in KiDS. In a sample of B89 colour-magnitude selected Lu-
minous Red Galaxies (LRG), of which three arc known lenscs,

strong-lens candidates v

The misclassified lens has an Einstein radius below the range on which the algorithin
18 trained. We

#ionl. This final sample is presented and discussed. A'Gonservative estimate based oi

ws that [:\ our proposed method 1t she

ive LRG-galaxy lenses at z < 0.4 in KiDS when comy
mistic scenario this nuimber can erow considerablv (to'r
widening the colonr-magnitude selection and trainin
image-separation lens systems.

e a search for strong gravitational lenses

® detectable lensed sources are very few compared with full sources
-} a morphological classification based on a CNN (first time)

® /61/21789 are selected, correctly classifies two out of three

® the most reliable 56 candidates are selected by visual inspection




1 INTRODUCTION

Introduction

B Gravitational lens
total mass, IMF, Hubble’s constant and so on--:

B New Survey
data increase, impossible by visual inspection

B Machine Learning and Deep Learning
suitable for image recognition task

% In This Paper
a CNN on KiDS
KiDS is suitable for finding strong lenses
~seeing, pixel scale and large sky coverage~



2 THE KIDS SURVEY

Fundamental Information of Images

B the Kilo-Degree Survey
e VLT (Parental Observatory ,Chile, ESO)

® OmegaCAM wide-field imager
e KiDS ESO-DR3

Luminous Red Galaxies (LRGs)
r < 20
|Cperp| < 0.2
parameters: S-Extractor r < 14 + cpar /0.3

magnitude: MAG_AUTO [IRERE
Cpar = 0.7(g — 1) + 1.2[(r — i) — 0.18))]
Cperp — (‘r - 'l) - (q - 7‘)/‘/1~0 - 0.18

LRGs are more likely to be lensing galaxies
m Software used

o Astro-WISE: data handling, analysis
e S-Extractor: source extraction, photometry



3 TRAINING THE CNN TO FIND LENSES
Fundamental Information of CNN

m class
lens (positive, 1) / non-lens (negative, 0)

m CNN output
p=0~1 p>0.5lens / p<0.5 non-lens

B training set
A images
e mock gravitational lensed sources
simulation, discussed in 3.1.1 05 TheRAR

mock sourcesh\iER=EHT %

e r-band KiDS images
real, single band, discussed in 3.1.2
A number

- lens :
® three million for respectively
non-lens



3 TRAINING THE CNN TO FIND LENSES

Images of Training Set

m Real Galaxy Sample

® LRGs: 6326
® contaminants (LRGs): 218

® false positives: 990
B Mock Lensed-Source Sample

106 simulated lensed images
101 by 101 pixels 20 by 20 arctic

the same spatial resolution of KiDS (0.21 arctic per pixel)

include galaxy_galaxy Parameter Range ><Z > 0.5 Sma” Size
Lens (SIE) - .
- i small Service index
group galaxy |enses Einstein radius 1.4 - arcsec . . .
: Axis ratio 0.3 - 1. s piral‘galaxies increase
about tW|Ce Major<axis angle 0.0 - degree *
External shear 0.0 - -

FWHM r-band KiDS RS i s source redshift </0.5

Source (Sérsic)

lenses are typically P exclude
- 1 Axi;s' ;‘atio ‘ ():3 - 1:0 - ) 1 )
early type gaIaXIeS Major-axis angle 0.0 - 184 degree Xsplral galaxy SOurce

Rl aneammnal < \ery elliptical ones



3 TRAINING THE CNN TO FIND LENSES
Building Training Set

m Positive Sample
1. choose a mock lensed source and a LRG randomly
. perturb both of them randomly ¢¢ Augmentation

. rescale the source peak brightness

. 2-20% of the peak brightness of the LRG
. add the two IMages typical lower magnitude of the lensing feature

o0 W N

. clip negative values to zero/a square-root stretch
6. normalize by the peak brightness emphasize lower luminosity features

B Negative Sample

1. choose a galaxy 60% LRG 40% contaminant or false positive
2. perturb it randomly

3. a square-root stretch
4. normalize by the peak brightness



3 TRAINING THE CNN TO FIND LENSES

Building Training Set

B Augmentation

1. random rotation O~2 7 : :
2. random shift x, y -4~+4 on 101 by 101 pixels images

3. horizontal flip 50% then cut out into 60 by 60 pixels

4. rescale 1/1.1~1.1 log uniformly



4 RESULTS

categorize D A A7 IFZNTWLIWN?

: RE &
Candid on
* forecasted ~50 (LENSEPOP)

21789 R /61 LRGs
(include many contaminants)

» CNN = . o

contaminants examples

include LRGs used for training set

B Remove Contaminants
seven of authors checked them all
u, g, r, 1 + RGB(g, r ,i) composite image (by STIFF)

-} categorize into ‘Sure’(10), ‘Maybe’(4), ‘No’(0)



4 RESULTS

Candidates Selected

* forecasted ~50 (LENSEPOP)
384 candidates
classified in ‘Sure’ or ‘Maybe’
at least by one classifier

threshold 17
‘five “Maybe”s at least’
(blue bar)

only two candidates
soccer /70

‘Maybe’ -> 6 points and relocate threshold appropriately
gave no big difference



4 RESULTS

Final Samples

m Examples
® successfully classified as lenses @ misclassified as non-lenses

» g .
J085446-012137 J114330-014427 J1403+0006
B Other Information Einstein radius ~0.83 < 1.4
® z and g-r color relation (the CNN was trained over 1.4)

® RGB images (Figure 11)
® r-band images (Appendix C)
® 7z, magnitudes and so on (Table 2)

of b6 final candidates
(on the handout)

56 candidates and full LRGs



4 RESULTS

Sample Comparison

® spectroscopic redshift if available, photometric if not

® ecstimate stellar mass with software LE PHARE
® some of candidates have no velocity dispersion data

KIDS |SLACS| SL2S

: +0.12 +0.09 Pk
Redshift ().28_0.08 0.20_0007 0.48_0.16

Mass

(solar mass 11.2(0.2) | 11.3(0.2) | 11.2 (0.25)

(scatter))

Velocity
Dispersion 23146 2434__;@ 258142

—20 —53
(km/s)

redshift, mass: median velocity dispersion: average



4 RESULTS
Dis, Dsld EDEZE > fehEHNNT

Estimate Einstein’s Radius

O e: Einstein radius (raqEkista
SIS model o sis: velocity dispersion e

the motion of collecting stars in

Dis: angUIar diameter JBeeiEEEREE

the lens and th
Ds: angular diameter distance between

the observer and the source

m Dynamical Estimation = calculate velocity dispersion
® OSISs= 0O+

® Jeans dynamical analysis

® stellar mass and velocity dispersion relation: D
10g0>x< ——0.1+ 0.2210gM*/Msun for candidates without velocity dispersion

median fit, SLACS ETG lenses

B QObservational Estimation
Einstein’s radius = 0.5Re ~ Re (based on Koran et al. 1994)



4 RESULTS

Observational and Dynamical Radius

~candidates with ve

Re (arcsec)
- NN W B

o
—_—

locity dispersion values~

KSL351] [

 KSL489 ]

Re (arcsec)

KSLso1] [

o
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KSLees] [
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Re (arcsec)
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solid line: Jeans analysis

05 1.0 15 20 05 1.0 1.5 20
Z.

dashed line:osis = o+

lenses
excellent agreement
== 3 marger event

‘ ~2X1010Msun

z = 0.05
too small ks 669 (26)

ring galaxies

KSL 627 (60) KSL 376 (48)

~4 .3 arctic ~b.7 arctic
15 kpc 25 kpc

radius do not match
for galaxy lenses

cyan region: 0.5Re ~ Re




4 RESULTS

Necessity of Additional Observation

ring galaxies
they may be parts of a group of galaxies

e.g. JO85446-012137 (KSL317)

KSL 627 (60) KSL 376 (43) Limousin et al. 2010

~4.3 arctic ~5.7 arctic
15 kpc 25 kpc spectroscopic validation for the arcs is needed

too large
Examples of Lenses
lenses
-, e . ’ .

KSL 322 (20) KSL 737 (26) KSL 564 (20) KSL 565 (24)



4 RESULTS

Observational and Dynamical Radius
~candidates without velocity dispersion values~
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solid line: Jeans analysis (ave.osis;o* is assumed) dashed line:osis = o= cyan region: 0.5Re ~ Re



5 CONCLUSIONS

COUCLUSIONS

B Candidate Selection
trained CNN on KiDS DR3

CNN  visual selection velocity dispersion

LRGs 21789 == 761 wmp 56 —) 22

m Expected Quality of the CNN
® ~50 this work

® ~100 full KiDS
® ~2400 loosen restriction

B [mprove the CNN
e additional color information
® training the CNN on the false galaxies and the true galaxies
® model averaging i.e. different structure and parameters

for the same task averaging output
® subtract galaxy (especially small radii and bright galaxies)



