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LSST	is	designed	to	image	the	whole	
sky	every	few	nights	for	10	years,	
giving	us	a	movie-like	window	into	
our	dynamic	Universe.	

LSST:	
Crea*ng	a	“Digital	Universe”	
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•  Large	Synop.c	Survey	Telescope	(LSST)	
–  8.4m	telescope	+	3.2	gigapixel	camera	
–  12	GB	per	image,	an	image	every	20	seconds	
–  15	to	30	TB	collected	per	night;	full	sky	coverage	every	
few	nights	

–  REAL	TIME	processing:		
•  Transfer	to	data	center	in	U.S.	in	<5s	
•  Each	image	processed	within	60s,	alerts	on	any	changes	
•  Roughly	10	Million	alerts	per	night	





Construc.on	Progress	



Building	taking	shape	



New Public 
Gallery

New Main 
Entry

New Office 
Building

New Data 
Center

North Elevation of New Base Facility Addition

•  Provides LSST+NOAO+AURA requirements 
•  New offices, laboratories, 
•  Data Center, and public spaces.
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Base Facility Design (La Serena) 

Barr–	LSST	2016	workshop	



LSST	Camera	

•  3.2	billion	pixels!	

Reil	–	LSST	2016	workshop	



Sensors	

•  16	total	accepted	
devices	
– Many	more	in	pipeline	

•  Two	vendors	
–  devices	accepted	from	
each	

•  Each	sensor	16	MPix	

Reil	–	LSST	2016	workshop	



Science	RAFTs	
•  Combine	9	sensors	in	a	

3x3	array	
•  144	Mpix	camera	
•  All	readout	electronics	

behind	the	sensors	
•  First	engineering	unit	(of	

2)	assembled/delivered	
this	fall	

•  First	Science	RAFT	
delivered	to	I&T	by	spring	
2017	

Reil	–	LSST	2016	workshop	



Cryostat	Grid	

•  RAFT	and	corner	RAFT	
towers	are	installed	into	
the	Cryostat	grid	
–  At	SLAC	soon!	

Reil	–	LSST	2016	workshop	



Camera	Op.cs	
•  All	the	big	pieces	of	glass	

are	in	place	
–  AOS,	Vanguard,	BATC	–	L1/L2	
–  TCC/SESO	–	Filters/L3	
–  Materion	–	Filter	Coa.ngs	

•  L1	is	over	5	feet	in	
diameter!	

•  All	the	filters	will	be	fully	
characterized	by	the	vendor	
by	direct	measurements	on	
the	actual	op.cs	across	the	
en.re	aperture.	

Reil	–	LSST	2016	workshop	



•  Data	Management	
– Major	Data	Center	in	U.S.	(Urbana)	&	Chile	(La	Serena)	
–  Internet	links	of	100Gbps+	for	data	transfer	
–  100s	of	petabytes	in	archives	and	DB	

•  Data	Processing	&	Analysis	
–  Advanced	Pipelines:	No	human	interven.on	possible,	
given	data	volumes	and	real	.me	requirements	

– Machine	learning	needed	for	analysis:	separa.ng	real	
signal	from	false	posi.ves	in	billions	of	objects	

•  Many	of	the	same	requirements	of	other	data-
intensive	fields,	in	both	academia	and	industry	



Strategic Operational Partnerships 

•  Connec.vity	@100Gbps+	
–  	High-speed	Chilean	bandwidth	(REUNA)	
–  	Interna.onal	bandwidth	(AmLIGHT,	RedCLARA)	

•  Distributed	Compu.ng	Systems	
–  	Supercomputer	center(s)	to	provide	bulk	storage,	large	
scale	processing	(e.g.,	NCSA,	IN2P3,	NLHPC,	PUC,	Others)	

–  	Effec.ve	access	to	data	products	through	Data	Access	
Centers	(DACs)	

–  Grid	processing,	high-performance	storage,	advanced	DBs	

Goal:	Provide	effec*ve	access	to	data	products	and	
analysis	resources	for	scien.sts	as	well	as	public	users	



Connelly	–	LSST	2016	workshop	



Bosch	–	LSST	2016	workshop	



•  Scien.fic	Analysis	Challenges:		
–  	Automa.cally	finding	unique	objects:	one	in	billions	
–  	Separa.ng	small	signals	from	systema.c	effects	
–  	Limi.ng,	if	not	elimina.ng,	false	posi.ves	in	mul.ple	
dimensions	(.me,	space,	color,	etc.)	

–  	Combining	peta-scale	datasets	in	complex	ways	
•  Requires	techniques	that	deal	with	both	quan*ty	
and	quality	of	data	
–  Partnerships	with	university	researchers	in	U.S.	&	
Chile,	CMM,	MAS,	&	others	

– Many	challenges	in	common	with	other	fields	

Strategic Scientific Partnerships 



hjp://www.noao.edu/mee.ngs/lsst-oir-study/	
	



Key	Recommenda.ons	
•  Support	OIR	system	infrastructure	developments	
that	enable	efficient	follow-up	programs	
– Mul.plexed	wide-field	MOS	on	8-m	
– Moderate	resolu.on	OIR	spectrograph	on	8-m	
– Other	(larger	and	smaller)	telescope	resources	

•  Ensure	the	development	and	early	deployment	of	
an	alert	broker,	scalable	to	LSST	

•  Study	and	priori.ze	needs	for	compu.ng,	
somware,	and	data	resources	

•  Con.nue	community	planning	and	development	





•  Data	available	to	all	scien.sts	in	Chile+U.S.	and	
other	member	ins.tu.ons	
–  Strengthening	undergrad	and	graduate	programs	

•  Data	in	schools	
– Data	enabled	programs	for	K-12	
–  Real	data	for	early	research	experiences	

•  Ci.zen	science	
–  Public	par.cipa.on	in	classifica.on	and	discovery	
– Materials	for	Planetariums	and	Museums	



22	

•  Training	the	next	genera.on	of	scien.sts	in	fields	of	astronomy,	bioinforma.cs,	
mathema.cs,	computer	science,	etc.,	in	the	tools	and	techniques	of		“Big	Data”	

•  Interna.onal	program:	funding	for	students	from	Chile	and	the	U.S.,	with	space	
for	addi.onal	interna.onal	students	from	other	countries	

•  Target	students:	senior	undergraduate	and	beginning	graduate	students	
																					hjp://www.aura-o.aura-astronomy.org/winter_school/		

+ Bioinformatics 

2017-2021 



EPO	Execu.ve	Summary	
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h"p://ls.st/ge7


“LSST	data	will	be	widely	accessible,	and	discovery	
opportuni.es	will	be	available	to	students	and	the	public	
as	easily	as	to	the	professional	astronomer.		The	project	
design	is	integrated	with	the	science	mission	of	LSST,	
aligned	with	na.onal	priori.es	and	responsive	to	
audience	need.”	
	
Interfaces	are	provided	for	different	audiences	to	
become	ac.vely	engaged	in	science	discovery	and	LSST:	
General	Public,	Ci*zen	Science,	Classroom	Research,	
Informal	Educa*on	

Emmons	–	LSST	2016	workshop	



LSST	Project	Timeline	


